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Abstract- In the competitive Business world marketing and prediction from customer feedback becomes a huge issue. Relevant, real 

time information analysed so that the issue can be rectified. Analysis of customer feedback to predict product demand is defined by 

the exploration of comment, reviews and star rating. The purpose of this paper is to investigate if online reviews, promotional 

strategies and sentiments from user reviews can predict product sales. In this paper the author deployed Node. js agents for scraping 

the Amazon.com, university site page, commercial site and banking sector pages. The data sets were then pre-processed for feature 

extraction and significant feature selection optimizers such as PSO, Eagle and proposed PMSPF-FS (Promotional Marketing 

Strategy Product Forecasting Feature Selection using Region search with Evolution Strategy) for deep learning analysis. The hybrid 

approach of deep learning techniques such as CNN fused with LSTM were employed to examine which considerable feature in the 

study are act as an important predictors of online product sales in more accurate manner. This study found some variables are more 

important predictors than others, the relationship effects of these features become more important features than the individual feature 

themselves. For example, online volume and valance interactions with discounts are more important than the individual predictors. 

This study designed big data architecture, in combination with sentimental and neural network analysis that can facilitate future 

business research for predicting product sales in an online environment.  

Index- Product Demands, Online Reviews, Promotional Marketing Strategy, Big Data 

 

I.INTRODUCTION 

Data is growing more, the development of the internet and computing technology becomes smart, e-commerce, online business is 

now increasingly used [1][2]. Sales and purchase of products, goods changed from offline to online using the internet is known as 

e-business, e-commerce. The e-commerce platforms that are currently developing include Amazon, Flipcart, Tokopedia, Bukalapak 

and so on increase online shopping with various marketing strategies.  Through this e-commerce platform, shoppers and buyers can 

make buying and selling transactions easily with saving their time. 

The product promotions offered through e-commerce platforms is an important matter that needs to be considered because it makes 

a greater impact on the user's decision in buying a product. The goal of this study is to develop a product recommendation system 

and product promotion strategy on e-commerce. There are several methods that can be used to produce certain recommendations, 

including Content-based Filtering and Collaborative Filtering [5]. Content-based filtering provides recommendations by discovering 

product descriptions, customer name, purchase date and factors such as reviews, ratings and feedback of customers that can influence 

user decisions in buying a product.  

 The use of data analytics to better understand business processes is not new. Many Companies used various sales, pricing, 

economic and demographic data to understand customer behaviours and product demands and online sale promotion. Big Data 

technologies and the Internet however, provide companies with enhanced abilities to obtain and analyse data from multiple fields, 

resulting in opportunities for discovering untapped business information.  
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 To achieve the sales goal of their products in the shortest time possible, both manufacturers and sellers have developed and 

implemented a series of promotional Strategies such as discounts, coupons, virtual gold coins, money-back guarantees, and free 

shipping insurance. Customers are often influenced by these promotional actions when making purchasing decisions. This approach 

used by manufacturers and sellers is becoming increasingly visible in new products, especially those related to the automobile and 

electronics sector [3], [4]. The timely and accurate collection of market information and the control of various factors affecting sales 

can assist manufacturers and sellers in maintaining reasonable inventory and improving competitiveness.  

 Factors that affecting the sales of online products is multifaceted. Some researchers had achieved certain research results, 

especially those related to online reviews, review online promotional strategies, and some seller guarantees. However, that research 

has some limitations and challenges. So that this study suggests the PMSPF-FS with CNN-LSTM model to analyze the factors that 

influence product sales based on four aspects, online reviews, online promotions and sentimental texts on customer’s feedback for 

better understand customer demand, which in turn contributes to enterprise performance.  

 This study aims to improve accuracy of prediction of online sale by customer’s feedback. To achieve this, our proposed system 

provided a approaches to overcome the challenges. First, the impact of the overall features of online reviews on online product sales 

is highlighted. Second, in addition to customers’ rating of this system explores the influence of the number of sentiment words in 

the review content on product sales. In addition to that the online promotion strategy impacts are also considered. The fused CNN-

LSTM model is constructed with a weighted matrix of PMSPF-FS optimizer which is used to analyze the factors affecting the online 

product sales. The model has a stronger data processing ability and it is compared with other prediction models of online sales 

prediction such as linear regression, support vector machine (SVM) and random forest (RF). 

 The algorithms use input from different sites, extract by web scrapping and pre-process data in real time from Amazon.com. 

The categories used for this study are both electronic devices and commercial data. These algorithms are also applied on other 

categories such as banking and university datasets called dissimilar data. Besides examining the influence of online promotional 

strategies and online reviews on product demand, this study also examines if their interaction effects (e.g. when both of them are 

being offered concurrently online to users) can improve the demand of products by weighting methods. Our proposed approach will 

allow a better understanding of customer demand through the use of online marketplace information, which in turn reduces the risks.  

One of the reasons why our approach reduces bullwhip effect risk is that new and real-time data can be extracted and feed into our 

architecture, and predictions and decisions can be made instantly instead of having the delays of compiling data from various sources 

which we may find in many legacy systems. 

The rest of the paper can be organized as follows; section 2 depicts the related works of this research, the problem on product 

recommendation is recognized and pointed on section 3, the proposed methodology on product recommendations is optimized, 

developed and implemented in section 4, section 5 designates the result and evaluation of the suggested methodology performance 

of various datasets and as a final point section 6 concludes the paper. 

 

II.RELATED WORKS 

In modest business world product life cycles are shorter today, specifically in the online shopping sector, manufacturers, retailers 

are under burden to trade their products in a shorter period of time. Consumers now have more possibilities to know about the 

product than in the past because of the increased availability of product information. Consumers may now easily identify best 

product by comparing product pricing, rating and feedback online, nowadays companies are spending an ample amount to market 

and advertise their products online as a result of these commercial demands. Price reductions and discount are a common 

promotional marketing tactic used by businesses, because they can increase product sales in a short period of time [5]. According 

to transaction utility theory, customers' demand for a product increases when there are more discounts because they think they are 

getting a good deal [6]. The customer feedback given as comment, discount ratio compared with the actual price of a product was 

utilised as a predictor for the recommender system in this proposed study. The recommendation system is used in various fields to 

help someone to decide something, for example in providing restaurant recommendations that suit certain preferences [2], social 

network [5], books recommendation [6], and of course product recommendation in e-commerce systems [1][7][8]. 

Reviews of customers give a great impact on the sales. Positive reviews increase the sales.  Negative reviews have been shown to 

impact a customer's purchase choice more than good evaluations in previous studies [9]. Negative feedback is also said to spread 

far more quickly than good feedback [11]. A good customer comment indicates a product's value and reputation, whereas a bad 

remark reveals users' lack of trust of the product, which might lead to worse product sales. Thus, consumer purchase decisions might 

be affected due to product ratings, and in addition with the percentage of positive and negative reviews. We added the proportion 

of negative reviews as predictors of customer product demand for electrical, dress and bank dataset meanwhile bad reviews might 

have a big impact on sales. Also, we have included the proportion of good reviews so as to compare and observe if negative reviews 

do really play a greater influence in determining product sales than positive reviews. 

Although internet reviews can help customers make better purchase decisions, as the availability of online reviews grows, buyers 

are more likely to be impacted by how they are evaluated and used [12]. The online marketplace uses helpfulness to determine how 

customers rate a review. DL was firstly proposed in 2006 by the study of Geof Hinton who reported a significant invention in the 

feature extraction [13]. After then, DL researchers generated many new application areas in different fields [14]. Other types of DL 

methods can be found in [13, 15, 16]. 
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III.PROBLEM STATEMENT 

 Recent approaches use machine learning and deep learning techniques for predicting product and to promote marketing 

strategies even more efficiently, but evenly the online reviews of customers is still increasing. This occurs because of the huge 

number of features leads to poor performance of analysis. Therefore, an efficient classification, optimization system is required to 

solve the current problems. 

 

IV.METHODOLOGY 

The following Figure 1 shows the proposed architecture for online sales promotion prediction through customer reviews.  

 

 

 

 

 

 

 

 

 

 

Figure 1. Proposed Methodology for feature section optimization on dissimilar datasets 

 

1) Data Extraction and Expansion 

    Web scraping will be done using a web crawler. Wrapper program would be used to detect templates in source. Required real 

time data is gathered and copied from the web and stored in a file for process. 

i) Approach 

The approach followed by the proposed framework is described in Fig. 1. Initially, the experimental data is collected from an e-

commerce website Amazon.com. Each data set is in the Comma Separated Values (CSV) file format.  In the next step, data are pre-

processed to remove stop words, punctuation marks, whitespaces, digits and special symbols. In the next step, proposed feature 

selection is performed to extract relevant features from the data set with sentiment orientation of the reviews is determined.  The 

selected features in the dataset to corresponding to each review to conduct supervised learning. The next step involves training and 

testing the classified data using CNN-LSTM hybrid model is fused with proposed optimizer PMSPF-FS.  

ii) Datasets 

Various Dissimilar datasets are collected from different resources. Reviews, feedback about the university, bank dataset is collected 

from Kaggle.com, Dress dataset from Amazon website and represented in Figure 2a, 2b, 2c. 

 

 

Figure 2a – University Dataset 
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Figure 2b – Bank Dataset 

 

Figure 2c – Dress Dataset 

 

2) Pre-processing 

Asynchronous Input / Output calls were used to scrape the Amazon.com sites using Node.JS agents. After that, the data sets from 

Web crawling and scraping were stored into an excel format. The datasets are pre-processed by removing the null values, irrelevant 

information etc. the dataset size was reduced from 20GB to 10MB and then feature set were extracted into 12 types from the reviews.  

 

3) Feature Extraction and Feature Selection 

The following features are extracted from customer’s feedbacks such as reviews, ratings, promotion strategies etc from three 

dissimilar datasets of banking, university and cloth. Sample features are shown in figure 2. 
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Figure 2. Sample Feature Extraction from Commercial, Bank & University datasets 

 

The 12 feature list which are considered for the product promotional strategy. From the dataset, by considering reviews of the 

customers, these 12 features were extracted from the excel sheet data. 

4) Feature Selection Optimization techniques 

 

 The optimization of these features is done using PSO, Eagle and proposed PMSPF-FS optimization with evolution algorithms. 

The working of these three algorithms is stated below: 

PSO based optimization 

 The features that are passed to deep network with Particle swarm optimization (PSO for training and testing the data. 70% of 

the information is trained. 30% of the information is then tested. The adjustment of the hyper-parameters and finding the optimal 

network architecture of convolution neural networks represents an important challenge. This algorithm iteratively trying to improve 

or obtain the solution. Even though it improves the number of iterations, it cannot be reach the feasible region to search. It has no 

assumption to locate feasible region. 

Eagle based optimization 

Eagle strategy is a two-stage method, and so a global search randomization method and an intensive local search are combined and 

ES can explore the global search space more effectively. if any probable solution is found, an intensive local optimizer is put to use 

for local search such as differential evolution, particle swarm optimization algorithm. This algorithm used to find the target space 

by increasing search speed in a feasible region with shortest time. It exploits global optimization problem for a various resources of 

datasets. 

PMSPF-FS optimization 

The aim of developing this proposed meta-heuristic algorithm is to increase/improve the capability of carrying out global search 

and to increase the accessibility of the global optimality. It is one of such algorithms for dealing with stochastic optimization. This 

search algorithm, based on the nature inspired algorithm with global search and is inspired by bald eagle search behavior during the 

hunting process. In the selecting phase, it selects a space based on previous search. The parameter α for control the changes in 

position can be formulated. It use an adaptive reduction of population size, that is, the population size is linearly reduces depending 

on the current number of function evaluations. Initially for population size pi, a search space S having minimum and maximum 

bound.  

                              Pi=Smin+[Smax-Smin] x S(1) 

 Pnew=pb + α x fr (pm - pi)         (2) 

This parameter αaffects the position and enhances the searching and utilization a where this parameter takes values from 5 to 10 

and fr value takes from 0 to 1.5.Pnew denotes new population and Pm denotes mean value of consequent movement of next position 

to search. 

(3) 
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Consequently, from the local search to global search, fitness value is changed from the worst to the best, so as a generation can not 

only find a good search but also switch to new search area in the search space. Further it can be noted that the two consecutive 

generations select the same X, the initial point taken for the interior point method of the latter generation is the Y of the former 

generation. This PMSPF-FS effectively update the population. Evolution strategy is hybrid with FRG that is used to find most 

promising areas and provide best solution in group and then it optimized by evolution methods. The best solution obtained by the 

proposed optimization in which it is again updated byevolution based optimization which is set as bet NP for individual population. 

The following depicts the PMSPF-FS algorithm.  

 

Algorithm 1: Algorithmic representation of Proposed PMSPF-FS optimization 

 

5) Deep Learning  models 

 Proposed hybridization of CNN-LSTM model 

 Combining the advantages of convolution neural networks (CNN) that can extract effective features from the data, and long 

short-term memory (LSTM) which can not only find the interdependence of data in time series data, but also automatically detect 

the best mode suitable for relevant data, this method can effectively improve the accuracy of online sale promotion through customer 

feedback. 

 This CNN–LSTM hybrid model utilizes generated semantic representation to classify the helpfulness of the reviews. This 

study has built a review helpfulness classification model using the combined CNN and LSTM that demonstrates excellent 

performance in the Natural Language Processing (NLP) study. We confirm the advantages of the combined CNN–LSTM hybrid 

model in semantic representation extraction through various experiments. The following model includes the method of classification 

with various optimizers. 

PSO-CNN-LSTM 

 Network performance and achieving efficient learning models for a particular problem depends on setting hyper-parameter 

values and this implies exploring a huge and complex search space. The use of heuristic-based searches supports these types of 

problems; therefore, the contribution of this research work is to apply the PSO algorithm to find the optimal parameters of the 

convolution neural networks which include the number of convolution layers, the filter size used in the convolution process, the 

number of convolution filters, and the batch size. This work describes two optimization approaches; the first, the parameters obtained 

by PSO are kept under the same conditions in each convolution layer, and the objective function evaluated by PSO is given by the 

classification rate; in the second, the PSO generates different parameters per layer, and the objective function is composed of the 

recognition rate in conjunction with the Akaike information criterion, the latter helps to find the best network performance but with 

the minimum parameters. PSO repeatedly searches and optimizes the complex hyper parameter space of the CNN-LSTM. Our PSO-

based CNN-LSTM neural networks produces good accuracy than other heuristic based optimizer.  

Eagle-CNN-LSTM 

 In terms of product-level demand forecasting, CNN-LSTMs have a few promising properties. For starters, they are perfectly 

suited to modeling time series. This is due to their ability to capture dependency in a sequential context and preserve previous 

information as they progress through subsequent time steps in a series. LSTMs also accept multivariate inputs. Thus, when 

predicting, not only historical demand data but also additional demand determinants such as price or promotion can be considered. 
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Finally, LSTMs can make predictions for multiple products at the same time. By doing so, the complementary and substitutive 

effects of the goods can be learned. The features are extracted efficiently by this algorithm when they are optimized along with both 

the Eagle optimization algorithm. 

Proposed PMSPF-FS optimization with CNN-LSTM 

  The evolving CNN-LSTM models are subsequently devised using the proposed PMSPF-FS variant, where the network 

topology and learning hyper parameters are optimized for time series prediction and classification tasks. Evaluated using a number 

of benchmark problems, the proposed PMSPF-FS-optimized CNN-LSTM models produce statistically significant results over those 

from several classical search methods such as Particle Swarm Optimization variants and eagle optimization variant. Comparing with 

the baseline methods, the CNN-LSTM networks devised by the proposed PMSPF-FS variant offer better representational capacities. 

Forecasting attributes for online product a sale promotion 

 Product design is also part of the product sales promotion. Product designers aim to find the most relevant product features 

that will suit the wants and needs of consumers throughout the early stages of product creation. Traditionally, multiple surveys must 

be conducted over the time between product creation and the launch of a new product in order to understand any changes in the 

value of product attributes. The procedure, however, is time-consuming and pricey. Online consumer reviews have recently been 

generated on a number of websites, and they can be used to analyse changes in the relevance of product attributes. 

 This work attempts to propose an empirical approach for identifying and predicting product design qualities that will be useful 

to consumers in the future using internet big data. We offer a model for estimating the future importance of product attributes based 

on online consumer reviews to achieve this goal. It has the ability to aid developers in developing approaches and processes for 

product designs that provide higher returns. 

 

 In the existing literature, the time series method has been used to forecast data on nonlinear problems. To forecast the initial 

future importance of product qualities, two and more factors are introduced. The factors are derived from data on online product 

sales that are deemed to be of high importance. The next stage is to calculate the weights of each online product attribute, as well 

as the weights of product attribute interactions. On numerous websites, a large number of online user reviews of items are available, 

providing corporations with useful sources for anticipating the future importance of new product qualities.  

 Future research will take into account implicit or hidden product qualities in online reviews to establish the value of product 

attributes. Online reviews do not directly mention latent traits or product aspects. Hidden features have the potential to identify 

inventive people from a vast pool of internet evaluations, which might be utilised to uncover key product aspects for producing new 

items. 

 

V EXERIMENTAL RESULTS AND DISCUSSION 

Experimental analysis is performed on three dissimilar dataset such as university, banking and dress and to assess its performance 

in this section. PSO (particle swam optimization), eagle optimization algorithm are the selected algorithms for the comparison with 

proposed PMSPF-FS optimization technique on three dissimilar dataset. The overall performance of the optimization algorithm for 

dress dataset is depicted in table 1.  The proposed PMSPF-FS outperforms than existing optimization techniques followed by eagle 

optimization techniques. 

 

Optimization Over All Performance of Dress Dataset 

Performanc

e Metrics 

Dataset Based Feature Based 

PSO 
EAGL

E 

PMSPF

-FS 
PSO 

EAGL

E 

PMSPF

-FS 

Accuracy 
74.5

7 
83.00 94.34 

78.4

9 
86.52 93.77 

F-Score 
76.4

2 
84.78 96.56 

60.4

2 
88.41 94.76 

Sensitivity 
62.2

2 
69.63 87.81 

51.3

9 
63.49 88.89 

Table 1. Performance of optimization Techniques 

 

The overall optimization performance for three Datasets and Feature-Based are calculated in order to find which optimization 

algorithm works better for these datasets for optimization and Feature-optimization. The results are tabulated in Table.1. From the 

results, it is inferred that PMSPF-FS optimization outperforms the PSO with high accuracy of 94.34% for dataset optimization and 
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93.77% for feature optimization. Similarly, It outperforms the PSO with high F-Score of 96.56% for dataset optimization and 

94.76% for feature optimization along with sensitivity calculated. The dataset optimization has sensitivity of 87% and 88% for 

feature optimization. The overall performance for the datasets in terms of accuracy, sensitivity, specificity, F-Score is calculated 

and depicted in Figure 3. 

 

Figure 3. Overall performance of optimization techniques 

 

The following Table 2 shows the overall performance of the deep learning model to predict the best feature to promote the product 

or institutional performance through their reviews that has given by customer or end users. From the experimental analysis the 

proposed deep learning model PMSPF-FS based CNN-LSTM outperforms than other deep earning modes with other meta heuristic 

optimization techniques. 

 

Table 2. Overall performance of the proposed deep learning (CNN-LSTM) with optimization techniques. 

The proposed deep learning algorithm is fused with three optimization algorithms performed on three dissimilar datasets. The 

following figure 4 shows the overall performance of the deep learning method for all datasets. 

 

Figure 4. Overall performance of deep learning Techniques. 
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The following figure 5 shows the accuracy, f-score for the proposed deep learning techniques performed on three dissimilar datasets. 

The proposed methodology PMSPF-FS with CNN-LSTM outperforms than other existing methods. 

 

Figure 5. Overall classifications Accuracy for dissimilar Datasets 

VI. CONCLUSION 

This paper investigates the online demand for dress products in Amazon site, University and Banking site for customer or users 

feedback such as reviews and promotion strategies using Deep Learning algorithms with optimization algorithms. Results show that 

PMSPF-FS effectively solves the dissimilar datasets tests implemented in this work. This paper proposes a novel meta-heuristic and 

nature inspired global optimization techniques. The proposed PMSPF-FS algorithm mainly indicates that to find out feasible region 

search to predict significant parameter. The findings indicate that all of the variables used in the study are useful predictors of 

product sales, promote banking and educational sites. The findings also show that online review variables and online promotional 

strategy variables from previous studies can be used to develop a proposed model that predicts promotional strategies with dissimilar 

datasets. Our model also demonstrated that all predictors are important, as none were removed during the sensitivity analysis. From 

the experimental results, our proposed algorithm PMSPF-FS-CNN-LSTM has outperformed with high accuracy of 96%, 88% 

sensitivity, 90% specificity, 96% F-Score,98% Precision and 95% Recall. The PMSPF-FS-CNN-LSTM algorithm outperforms the 

other examined algorithms in terms of accuracy and precision, recall, F-Score in finding the optimal solution of the tested methods.  
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