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ABSTRACT 

Aim: Comparison of hybrid recommendation model using Hybrid Novel Pearson Correlation 

Coefficient (HNPCC) with K-Means Clustering (KMC) model to improve accuracy for movie 

recommendation. Materials and Methods: Hybrid movie recommendation system using the 

HNPCC and the existing system is KMC. The sample size of 30 per group and the pretest power is 

0.8. The data from the movielens dataset has 23 attributes and 2725 instances. Results: In this study, 

it is observed that HNPCC has a slight increase in accuracy of 94.3% and KMC is 89.7%. The 

statistical significance was identified with an independent sample T-test, it shows there exists a 

significant difference 0.001 between the proposed and existing groups with p<0.05 with Confidence 

Interval (CI) 95%. Conclusion: The comparison results show that the HNPCC has better 

performance than KMC in the aspects of improved accuracy. 

Keywords: Recommendation Systems, Hybrid Novel Pearson Correlation Coefficient, K-Means 

Clustering, Machine Learning, MovieLens, Movie Recommendation System. 

 

INTRODUCTION 

The analysis goal of this study is to develop an associate degree correct recommendation system that 

helps users get acceptable recommendations. K-Means cluster (KMC) techniques became one of the 

foremost common techniques for providing customized services to users in recent years. KMC 

techniques collect previous info from users regarding things resembling books, music, moving-

picture shows, ideas, etc. The movie recommendation system offers a mechanism to portion the user 

to realize the renowned film by obtaining an opinion from an identical user (Musa and Zhihong 

2020). A recommendation engine leverages this large quantity of knowledge by finding patterns of 

user behavior (Chen et al. 2021). Recommender systems solve this drawback by looking through 

large quantities of dynamically generated info to supply users with customized content and services 

(Chen et al. 2021; Daniel 2020). The web contains an outsized amount of information that should 

then be filtered to see quality sure users. Recommender systems are a really appropriate tool for this 

purpose (Chen et al. 2021; Daniel 2020; Walek and Fojtik 2020). In a chilly beginning situation, 

users might realize the foremost similar neighbors by looking forward to a poor variety of ratings, 

leading to low-quality recommendations using Machine Learning (Sadowski et al. 2021). 
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There are approximately 12,318 articles in Google Scholar and 95 IEEE Xplore articles on movie 

recommendation systems. In the study (Priscilla and Naveena 2020) a system based on probabilistic 

matrix factorization was implemented, in which the similarity of the cosine is used to assess the 

similarity between users. They also implemented the NB tree which is used to achieve 85.8% 

accuracy in creating user links. Movie recommendation systems are prevalent in today's marketplace 

as people tend to spend a lot of money going to the cinema or renting a movie so they need to make 

an informed decision about it (Singh et al. 2021). The research article (Singh et al. 2021; Malik et al. 

2019) implemented a hybrid filtering approach based on Machine Learning in their article. Various 

techniques such as grouping, similarity and classification are implemented in their system to achieve 

a better recommendation accuracy of 89.8%.The movie recommendation system provides a 

mechanism to assign the user to get the famous movie by getting a review from similar users or a 

previous rating from the user (Singh et al. 2021; Malik et al. 2019; Satapathy et al. 2020). The most 

cited article was (Satapathy et al. 2020; Kumar et al. 2019) focused on predicting the accuracy of 

movie recommendation systems using the HNPCC hybrid recommendation focus algorithm with an 

accuracy of 89.8%.Previously our team has a rich experience in working on various research projects 

across multiple disciplines(Ezhilarasan et al. 2021; Balachandar et al. 2020; Muthukrishnan et al. 

2020; Kavarthapu and Gurumoorthy 2021; Sarode et al. 2021; Hannah R et al. 2021; Sekar, 

Nallaswamy, and Lakshmanan 2020; Appavu et al. 2021; Menon et al. 2020; Gopalakrishnan et al. 

2020; Arun Prakash et al. 2020) 

The existing methods used were outdated, lower accuracy rate, less reliable, and are inefficient in 

recommending films. By combining the knowledge and experience with various recommender 

algorithms to develop novel solutions to the problem at hand with the help of Machine Learning. The 

main objective of this research is to make more efficient film recommendations by implementing and 

comparing the HNPCC and KMC recommendation system models. 

 

MATERIALS AND METHODS 

The study environment was carried out in the Data Analysis Laboratory of the Saveetha School of 

Engineering, Saveetha Institute of Medical and Technical Sciences, Chennai. In this study, 2 groups 

of samples were identified, Group 1 was HNPCC, and Group 2 was KMC. The number of samples 

per group was identified via the clinical website, the pretest power of 0.8 was taken into account, and 

a measured sample size of N = 30 iterations was performed for each group (Thulaseedaran et al. 

2018). 

The data set was taken from the MovieLens 100K dataset, consisting of 100,000 ratings (15) from 

943 users for 1,682 films. Each user has rated at least 20 films. Simple demographic information for 

users (age, gender, occupation, zip code). The complete dataset of MovieLens, 100000 reviews from 

943 users on 1682 articles. Each user has rated at least 20 films, users and articles are listed one after 

the other from 1 randomly arranged data. This is a tab-separated list of (user ID, date, and time of 

item review) with timestamps are unix seconds from 1.1.1970 UTC. Item Movie Information is a 

tab-delimited list of Movie ID, Movie Title, Release Date, Video Release Date, IMDb URL, 

Unknown, Action, Adventure, Animation, Kids, Comedy, Crime, Documentary, Drama, Fantasy, 

Film Noir, Horror, Musical, mystery, romance, sci-fi, thriller, war, western (Song et al. 2020). 

K-Means Clustering (KMC) 

 

The final 19 fields are the genres that suggest that the film belongs to that genre, which suggests that 

it is now no longer using MovieLens dataset. Movies may be of a couple of genres at an equal time. 

Movie IDs are used withinside the information set using Machine Learning. Content-primarily based 

totally advice structures do now no longer incorporate information acquired through customers aside. 

It handiest facilitates perceived merchandise which are just like the product liked by the movie 

viewers. KMC is restricted as it does not contain any other user data, and it does not help the user to 

discover their potential taste (Liu et al. 2020). 
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Pseudocode: K-Means Clustering (KMC) 

Input: Training Dataset 

Output: Recommender accuracy 

1. Import the python libraries: Numpy, Pandas, Matplotlib, sklearn 

2. Read the CSV information as data frames in the user and item variable from MovieLens dataset. 

3. Split the data into the training set and test set as a data frame into the variables rating and rating 

test. 

4. Create a utility matrix name utility that tells which user rated which movie. 

5. Using the WCSS method, choose the right number of clusters so that the K-means Clustering 

technique can be applied to classify the movies according to the number of clusters. 

6. Define the utility clustered matrix after applying the K-means clustering algorithm. 

7. Apply Pearson Correlation metric on utility clustered matrix to calculate the similarity matrix 

between the users. 

8. Normalize the values stored in the utility matrix. 

9. Guess() function takes two parameters as input userID and top users which is used by KNN to 

predict the movie ratings for top similar users. 

10. RatingTest data frame ratings are used for comparison while using the guess function for 

predicting the ratings of test users. 

11. RMSE is calculated to evaluate the accuracy of the model. 

 

Hybrid Novel Pearson Correlation Coefficient (HNPCC) 

 

The Pearson correlation coefficient is one of the most widely used similarity measures in 

collaborative filtering recommender systems for determining how much two users are correlated. 

This system finds the recommended movie from all movies using the similarity method based on 

Machine Learning algorithms (Li et al. 2020). 

 

Formula For Pearson correlation coefficient, 

 

 

 

Taking the Kaggle dataset and uploading it into the Jupyter notebook. Data preprocessing might be 

finished to get rid of noise from the statistics. The statistics are then divided into education and check 

sets. To educate and compare the algorithm, in addition to examining the expected accuracy using a 

Machine Learning approach  (Daniel 2020). 

 

Pseudocode: Hybrid Novel Pearson Correlation Coefficient (HNPCC) 

Input: Training Dataset 

Output: Recommender accuracy 

 1.  Read the training dataset as input from MovieLens dataset. 

            2.  Preprocess the dataset and split it to train and test. 
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3. Removing Noise from the data. 

4. Visualizing the data. 

5. Removing Sparsity. 

6. Making the movie recommendation system model. 

7. Making the recommendation function.  

8. Getting the recommendations. 

 

The Jupyter lab platform was used to assess the device studying algorithm. The experiments had 

been completed on an Intel Core i5 pc with 8 GB of RAM. The device turned into a 64-bit Windows 

OS, X64-primarily based total processor, and a 512-GB SSD. The running device turned into 

Windows 10, and the device turned into Jupyter labs, which used the Python programming language. 

 

The facts set used from the Movielens and performed the facts preprocessing. Methods are used for 

fact cleansing, consisting of putting off superfluous attributes and filling in lacking values. Data 

exploration gives context for the facts set. The facts are then damaged down into education and 

check sets, and the advice engine is used to construct and educate a version on facts (Daniel 2020). 

After education, to make predictions and examine version overall performance primarily based 

totally on to be had metrics. The advice structures of K-Means Clustering and HNPCC are 

compared. 

 

Statistical Analysis 

 

The SPSS tool Version 22 (64-bit arch) was used to carry out statistical evaluation of the results for 

this study. Using SPSS, an independent sample T-Test analysis done among the 2 groups, with the 

CI adjusted to 95%, p> 0.05, and the error bars activated within the comparative evaluation. The 

independent variables had been User ID, Movie ID, Article ID, Movie Name, and Release Date. The 

dependent variables had been Genre, Rating, and Timestamp. An unbiased pattern taken a look at is 

used to examine the overall performance of the algorithms. 

 

RESULTS 

With a sample size of 30, the Hybrid Novel Pearson Correlation Coefficient and KMeans clustering 

algorithms were observed to be run at different times, and accuracy was calculated. In terms of 

accuracy, the HNPCC algorithm outperforms the KMC algorithm. The Independent Sample T-Test 

in Table 1 was used to compare the accuracy of HNPCC and KMC, and a statistically significant 

difference of P 0.05 with a 95 percent confidence level was observed, indicating that hypothesis is 

correct. The mean accuracy difference was calculated to be 5.4653. 

 

The statistical analysis of 30 samples is shown in Table 2. The HNPCC algorithm produced 0.36 

standard deviations with a standard error of 0.04, whereas the KMC algorithm produced 0.16 

standard deviations with a standard error of 0.03. The hybrid-based HNPCC has an accuracy rate of 

94.3%, while KMC has an accuracy rate of 89.7%. The significance level is set to p<0.05 with a 95% 

confidence interval, and the interference shows that HNPCC is more accurate than KMC with a 

significance of 0.001. 

 

Figure 1 represents the simple mean bar graph that shows that the Standard deviation of hybrid-based 

HNPCC is lower than that of the KMeans Clustering algorithm. 
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DISCUSSION 

This study looked at the Hybrid Novel Pearson Correlation Coefficient and KMeans clustering 

algorithms to predict the accuracy percentage of Movie recommendation systems. In terms of movie 

recommendation system accuracy (94.3%), Hybrid Novel Pearson Correlation Coefficient 

outperforms KMeans clustering (89.7%) with a significance of 0.001. The Novel Pearson correlation 

coefficient characteristic contributes to a better similarity index, which contributes to a growth in 

accuracy percentage. The consequences display a statistically giant distinction in clustering 

algorithms among Hybrid and KMeans. 

The content that is used to collect prior information from users’ accuracy of 87.8% was obtained 

using Machine Learning (Merki-Feld et al. 2021). The authors (Reddy et al. 2019), the system was 

implemented using clustering over a clustering approach.  The researchers (Sandeep Kumar and 

Prabhu 2019) implemented a hybrid filtering approach in which the accuracy of 85.4% was obtained. 

The authors (Musa and Zhihong 2020) developed a system by using a recommendation filtering 

approach. In their system clustering is achieved among users and their preferences with the help of 

the Maximization Algorithm an accuracy of 80.7% was obtained. In the research article (Sadowski et 

al. 2021), implemented using a hybrid filtering approach in their paper Various techniques like 

indexing, similarity index based on Machine Learning, and classification are implemented in their 

system to result in better recommendation systems accuracy of 87.8% was obtained. 

It has been established that the proposed HNPCC is greater correct than preceding studies articles 

discussed. The proposed model has an issue in that a real-time dataset with greater parameters might 

also additionally offer greater correct consequences in phrases of predicting accuracy. In the future, 

hoping to allow the advice gadget version into any internet or cell application. It will assist the 

consumer get hold of film guidelines in a greater consumer-pleasant manner. 

 

CONCLUSION 

In this work, a movie recommendation system was implemented by utilising two methods HNPCC 

and KMC. The KMC (89.7%) appears to have lesser accuracy than HNPCC (94.3%).  Based on the 

statistical analysis, the proposed HNPCC performs significantly better than KMC with p<0.001. 
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TABLES AND FIGURES 

 

Table 1.  Independent Sample T-test Results with a confidence interval of 95% and level of 

significance of 0.05, HNPCC performs significantly better than KMC. 
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Table 2.  Statistical analysis of  HNPCC and KMC. Mean accuracy value, Standard deviation and 

Standard Error Mean for HNPCC and KMC algorithms are obtained for 30 iterations. It is observed 

that the hybrid-based HNPCC algorithm performed better than the KMC algorithm. 
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Std. Error 

Mean 
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KMeansClustering(K

MC) 

       30 

       30 

  94.3327 

  89.7313 
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      .16680 

       .43170 

       .39560 

 

 

Fig. 1. Comparison of HNPCC algorithm and KMC in terms of mean accuracy. The mean accuracy 

of HNPCC was better than KMC and the standard deviation of Hybrid is slightly better than KMeans 

clustering. The X-axis represents HNPCC and KMC algorithm, Y-axis represents the mean accuracy 

of algorithms with +/- 1 SD. 

 

 

 

 

 

 


