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ABSTRACT 

Medical Ultrasound images are mostly corrupted by a multiplicative granular noise called speckle noise which degrades the quality 

of the images captured by using medical imaging techniques. It causes difficulties in image interpretation and this is mainly due to 

back scattered signals from the multiple targets. The main focus of this study is to reduce Speckle Noise and resolution enhancement 

of the medical ultrasound images based on the Artificial Intelligent (AI), Deep Learning (DL) especially Convolutional Neural 

Networks (CNN) algorithm. The speckle noise is multiplicative and nonwhite process which corrupts a low-level luminance images 

like ultrasound images. Various filtering techniques for speckle noise reduction have been proposed in the past; however, their 

performances are still limited as a comparison between speckle-noise reduction and image features preservation. Meanwhile, CNN 

have been proved effective and results for various computer vision tasks, including image classification, segmentation and detection. 

In this study, a model has been designed based on CNN to reduce speckle noise in ultrasound images and enhancement the resolution. 

This trainable model is based on U-Net architecture and has been trained using the dataset include real-Ultrasound, grayscale, 

noisy/clear images with size of 256×256 pixels. To learn mapping between the noisy and clear images, eighteen layers have been 

used connected to each other. The simulation is done using Google Colaboratory (or Colab), Python language program. SSIM 

(Structural Similarity Index Measure) and PSNR (Peak Signal to Noise Ratio) which used to evaluate the final reconstructed image, 

and with different levels of speckle noise variance 0.05, 0.1, 0.25, 0.5 and 1, the SSIM are 99.028%, 98.692%, 97.4549%, 96.835% 

and 93.491%, and the PSNR are 31.636dB, 30.314dB, 28.7011dB, 27.9635dB and 24.2891dB, respectively. 

Keywords: Ultrasound, Speckle Noise, Image denoising, CNN, UNET, Peak signal-to-noise ratio (PSNR), Structural Similarity 

Index Measure (SSIM), Enhancement. 

 

1. INTRODUCTION 

Image denoising is a classic-inverse problem in computer vision that tries to recover a clean image from a noisy image. Image-

denoising algorithms are widely used in various sectors, such as remote sensing image restoration, since they can effectively recover 

original images and restore details [1] and medical image [2]. The image denoising problem can be expressed by y = x + σ, for a 

noisy image y, where x is the original image (also referred to as the clean image) and σ represents Additive White Gaussian Noise 

(AWGN) with standard deviation σ. 

Medical ultrasound imaging has grown in popularity because it is more accessible, less expensive, safe, and easy to use than other 

medical imaging procedures. It also produces images in real time [3]. Ultrasound signifies an imaging process that constructs cross 

sectional images, it uses sound waves to produce images of the inside of the body.   

Ultrasound waves have frequencies that are higher than the human ear's audible range (greater than 20 kHz). Clinical Ultrasound 

imaging generates images of structural characteristics in biological tissue using sound pressure waves with frequencies ranging from 

1 to 12 MHz.  A noise that occurs during image acquisition as a result of the effect of environmental condition on the imaging sensor 

is known as Speckle Noise.  

The speckle texture is created through diffuse reflection, with the resulting waves interacting both constructively and destructively. 

Speckle Noise can be modelled by random values multiplied by pixel values, 

 

 𝐼` =  𝐼 (1 + 𝑁) 

       𝐼`= 𝐼 + 𝐼𝑁                 (1.1) 

where 𝐼` is a noisy image, I an image matrix, N is speckle noise, N: consists of normally distributed values with mean 0 and its 

default value is 0.04. [4]  

For ultrasound imaging, speckle noise is multiplicative. In most ultrasound images, we have a combination of additive and 

multiplicative noises [5]. Speckle noise images reduce the image contrast and make it hard to perform image processing operations 

such as border detection, segmentation et, as shown in Figure 1. 
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Figure 1: Noisy Ultrasound images corrupted by random noise(a) Fetal (b) Testicle. 

 

2. Enhancement Principal 

Image enhancement's major goal is to improve an image's visual look, or to provide a "better transform representation of the image." 

Various sorts of photos, such as medical images, satellite images, aerial images, and real-life photographs, are plagued by issues 

such as poor contrast and noise. To improve image quality, it's critical to boost contrast and reduce noise [6]. 

In recent years, DL which is a branch of Machine Learning is new approach in enhancement field and achieved good compared 

with techniques mentioned above. It is thought to be a representation learning strategy that can process and learn mid-level and 

high-level abstract characteristics collected from raw data directly and automatically. [7] (e.g., Ultrasound images). 

3. LITERATURE REVIEW 

In this section, we illustrate Ultrasound enhancement techniques review according to Speckle noise reducing and resolution 

enhancing across about 15 years ago. 

In [8] an adaptive image enhancement method through selected dynamic filtering based on speckle detection for ultrasound images 

to enhance the tissue structure and smooth the speckle regions. The goal is to differentiate speckle and structure areas and apply 

different filtering to each for improved quality. As a result, image quality has improved, with the muscle boundary and tissue 

structure strengthened while the speckle areas have been smoothed without blurring. 

Also, SMU (Srad Median Unsharp) algorithm for noise suppression in ultrasound breast images in order to realize a computer aided 

diagnosis (CAD) for breast cancer. it reduces significantly the speckle while preserving the resolution and the structure of the 

original ultrasound images and this is suitable to get a precise extraction of the ROI, by adding speckle noise with square standard 

deviation 0.5, the result was PSNR = 19dB, MSE= 0.02 [9]. 

Some other technique for denoising was to use a combined logarithmic transformation and a non-linear diffusion tensor [10]. The 

logarithmic transformation is a good choice for converting signal dependent or pure multiplicative noise to additive noise, by 

applying anisotropic diffusion along the coherent structure direction of interesting features in the image and the result was PSNR= 

16.10 dB, MSE = 0.023 and SSIM = 0.82. 

At 2015 Deep learning, CNN algorithm started to use in denoising problems, [11] proposed a single image super-resolution (SR) 

method used CNN. This method learns low/high-resolution images end-to-end mapping in order to train the network to perform 

super-resolution tasks, consists of large training set 395,909 colored images and different numbers of layers, the best result is PSNR 

= 30.29 and SSIM = 0.8977. As clear from these studies PSNR and SSIM are better in CNN algorithm than other classical 

techniques. 

A residual learning framework, which is one of deep learning networks, aids in the preservation of good results in a network with 

several layers. One issue that professionals frequently raise is that with deep networks with dozens of layers, accuracy can become 

saturated, and some degradation can occur [12]. 

A Residual Learning was presented in [13] the use of discriminative model learning through CNN for SAR (Synthetic Aperture 

Radar) image de-speckling. A residual learning technique recovers the speckle component of the image rather than the filtered 

image, which is subsequently subtracted from the noisy image to obtain a clear image. There are 17 entire convolutional layers in a 

network, with no pooling getting PSNR = 25.95 dB, SSIM = 0.764. 

Another enhancement method that combines CNN algorithms with classical filters. Filters that preserve the ROI (Region of Interest) 

edges like Anisotropic diffusion, Canny and others. These filters be the first step in enhancement operation, that make a data set of 

CNN model. These steps applied in [14]; at the training step, true edges were detected from noisy-free images by medical ultrasound 

images. The edge map created from the well-known Canny technique is used to train the network. The proposed method was utilized 

to denoise medical ultrasound images as well as conventional grayscale images, the results have been gotten PSNR = 30.74 dB at 

noise level = 0.5. 

Autoencoder algorithm is the most algorithms that used for denoising the images, it is encode the noise image and built the clear 

image at decoder part. An autoencoder is an unsupervised learning strategy for neural networks that trains the network to disregard 

signal "noise" in order to develop efficient data representations (encoding). Image denoising, image compression, and, in some 

situations, image data synthesis can all be done with autoencoders [15]. In [16] a fully convolutional network that consists in an 
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encoder-decoder with skip connections has been proposed for image denoising. The results obtained on grayscale images show that 

the network can remove AWGN (Additive white Gaussian Noise) and multiplicative speckle noise, provided that it is suitably 

trained for the targeted noise, network consist of 20 layers, with adding speckle noise level = 1, the PSNR = 24.54 dB. 

As we saw in this section, CNN algorithm techniques have good effect in enhancement field, good result in image denoising 

problem. At our study we used CNN algorithm, U-Net technique. 

 

4. THEORETICAL BACKGROUND 

4.1 DEEP LEARNING IN IMAGE PROCESSING 

Deep learning used in image processing in two aspects which are: image filtering and image classification [17]. One of the biggest 

issues in using DL in image processing is how to input the data of the images neural network. A simple way is that each pixel of the 

image being an input to the neural network. For example, if an image with a size of 5×7 and resolution of 630×450 pixels, and 

assumes that the image is in RGB scale, this value gets multiplied by 3. This needs neural network with 850,500 weights per neuron 

(processing unit), which can raise the size of the network if many hidden layers are applied, dramatically increasing the needed 

calculation time for the neural network to be trained. So that, CNN are created to overcome this issue. 

4.2 CONVOLUTIONAL NEURAL NETWORKS (CNN) 

Convolutional Neural Networks (CNN), also known as ConvNet, is a deep CNN model that consists of a finite set of processing 

layers that can learn various properties of input data (e.g., a picture) at multiple levels of abstraction. They are consisting of many 

neurons with learnable weights and biases. The neurons receive inputs, carry out a dot product and then followed by non-linearity 

function.  

The weight sharing feature of CNN, which reduces the number of trainable parameters in the network and helps the model avoid 

overfitting and increase generalization, is one of the key reasons for making CNN more significant than other traditional neural 

networks in the area of computer vision. [18][19] 

The basic conceptual model of CNN was shown in Figure 2. 

 

 

Figure 2: Conceptual model of CNN [20]. 

The following subsections explain many of concepts and terminologies associated with CNN that are: 

4.2.1 Input of CNN 

Each image in a computer system is represented by a matrix of pixel values. The gray image's width and height can be used to 

estimate the size of the input image. The depth of a colorful image, on the other hand, is related to the number of channels in the 

RGB (Red, Green, and Blue) input image; as a result, the image can be represented by three matrices [21]. Figure 3 illustrates RGB 

images. 

 

Figure 3: RGB images [22]. 
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4.2.2 Image Features 

Image features, such as edges, lines and interest points, give a lot of information about the image content. They identify local regions 

in the image and are fundamental in a lot of applications in image analysis such as recognition, matching, reconstruction …etc. [23]. 

4.2.3 Filter and Convolution Operation in Images  

Kernel or filter is a small size matrix which consists of real entries. These filters correspond to the weights of the neural network; 

during the training process these filters are tuned. 

In the image, the convolution operation extracts various features of the input image. For more details, suppose the input image is of 

size (width x height and depth) and is convolved with H kernels, each is of size (width x height and depth) separately. Convolution 

of an input image with only one kernel generates one output feature, and with H kernels independently generates H features [24]. 

Figure 4 illustrates convolutional operation. 

 

Figure 4: Convolutional operation [25]. 

Figure 5 illustrates which is applied filter to an image to create a feature map [26]. A value called stride determines how far the filter 

moves over the image. For example, if the stride is equal to 1, so the filter will move over the image only by one pixel [26]. 

 

 

 

 

 

 

 

 

Figure 5: feature map creation [27]. 

 

4.2.4 Receptive Field 

Instead of connecting each pixel in the input image to every single hidden neuron, a small region of the input image which is called 

(receptive field) will be connect to a hidden neuron. For example, if the size of the receptive field equals 5×5 corresponding to 25 

pixel of input image it is connected to a single hidden neuron [28], as shown in Figure 6. 

 

Figure 6: Receptive field [26]. 

4.2.5 Zero Padding 

The technique of adding zeros to the input image's matrix in order to preserve the original input size is known as zero padding. 

Padding comes in two varieties. The first is known as valid, which indicates that there is no padding and that the convolutional layer 

is never pad, causing the input size to be lost. The second form, known as same, denotes that the original input image is padded 
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before being convolved. As a result, the output matches the original input exactly. Zero-padding is seen in Figure 7 [29]. 

 

Figure 7: Zero- padding [30]. 

4.2.6 Epoch and Batch Size 

An epoch is a unit of time that indicates how long the network will analyze data for. One epoch refers to the use of the entire dataset 

to train the network for a single run through the network. Every epoch, the batch size determines how many pairs of input/output 

the network is presented with [18]. 

4.2.7 Cost Function 

The cost function is used to provide feedback on how poorly the network is doing. This parameter which the network is try to 

minimize and it resulted from the “learning” process of deep learning. To minimize the cost function of the network, an optimizer 

is needed; Adam Optimizer stands for (Adaptive Moment Estimation Optimizer) a popular choice for this matter [18]. 

4.3 CNN ARCHITECTURE  

There are many layers in convolutional neural network; Figure 8 illustrates CNN architecture: 

 

Figure 8: CNN architecture [31]. 

4.3.1 Convolution Layer 

Convolution layer is the building block of the convolution neural network. It performs the operation of convolution over the input 

image. It is used to extract the features of the input image. Low-level features such as lines, corners, and edges, are extracted by the 

first convolution layer. Next-level layers extract higher-level of input image features. The equation of this layer is written sometimes 

as follow:  

                                             𝑎1=σ (b + w l*𝑎0)                          (4.1) 

Where 𝑎1 denotes the set activations output from feature map, 𝑎0 denotes the input activations, σ denotes for activation function, w 

denotes for weight, B denotes for Bias and * is the convolution operation [26]. 

4.3.2 Pooling Layer  

Pooling layer reduces the resolution of the features. There are two types to do pooling: max and average pooling. In both types, the 

input image is separated into non-overlapping two dimensions spaces. For example, if the input feature is 4×4 and is split into 2×2 

regions. By using average pooling, it will calculate the four values’ average in the 2×2 region. In the situation of max pooling, the 

maximum number of the four values in the 2×2 region is the output [32]. Figure 9 illustrates max and average pooling. 

4.3.3 Fully Connected Layer  

Typically, it is utilized as the final layer of a convolutional neural network. This layer is a mathematically collection of weighting 

of the previous layer’s features [33].  

4.3.4 Activation Function Layer  

When an image has been fully convolved with a filter/kernel from a previous layer, it is passed via an activation function. The 

activation function is utilized to give the network non-linear qualities, allowing it to tackle more complex non-linear problems than 

it can solve with linear problems. The most frequent activation function used in CNN is the Rectified Linear Unit (ReLU), which is 

defined as [18]:  

 

       F (𝑥) =max (𝑥, 0)                                (4.2) 

Because it is faster than the sigmoid and tanh activation functions, it is a common candidate for deep learning issues [18]. 
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Figure 9: Max and average pooling [34]. 

4.4 DECONVOLUTION NETWORK  

A deconvolution is a mathematical operation that reverses the effect of convolution. Imagine throwing an input through a 

convolutional layer, and collecting the output. Figure 10 illustrate the deconvolution operation. Now throw the output through the 

deconvolutional layer, and you get back the exact same input. [35] 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: (a) Illustration of convolution and deconvolution; and, (b) illustration of padding for backwards convolution 

(deconvolution).[36] 

 

The convolutional layer employs convolution and pooling layers to extract feature maps, whereas the deconvolutional network uses 

deconvolution to restore the original activation size. The convolution network followed by deconvolution network (joining the 

necessary layers, parameters and functions) have been made U-shaped model [19]. 

U-shaped architecture [37] consists of contracting and expansive path. Each step of the contracting path consists of convolutions, 

ReLU and max-pooling. In contrast, expansive path consists of deconvolution, and ReLU. In the expansive path, the feature map is 

concatenated with the cropped feature map from contracting path from corresponding layer, this operation called skip connections; 

skips some of the layers in the neural network and feeds the output of one layer as the input to the next layers. Figure 11 shows U-

shaped, also called U-Net model CNN. 

 

Figure 11: The classic U-Net architecture. [38] 

At the end, it is worth mentioning that, beside of these the layer design, the improvement of CNN depends on several different 

aspects such as activation function, normalization method, loss function, regularization, optimization and processing speed, etc. 

4.5 EVALUATION FUNCTION 

The evaluation function is simply a parameter that allows us to determine how well the network has performed over time. Two 

familiar evaluation functions that are used in image filtering applications listed below:  
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4.5.1 Peak Signal to Noise Ratio (PSNR): is simple to determine the cumulative squared error between the actual image and 

desired output image in decibels. While it’s a valid cheap-and-cheerful evaluation function, it works purely pixel-by-pixel and 

disregard the characteristics of the image [39]. 

 

       PNSR=10𝑙𝑜𝑔10
(𝑙−1)2

𝑀𝑆𝐸
  in (dB)                       (4.3) 

 

Where, l is the image gray levels, and MSE is the mean square error. When MSE can be expressed by following equation [40]:   

 

MSE =
1

𝑚𝑛
 ∑ ∑ [𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)]2𝑛−1

𝑗=0
𝑚−1
𝑖=0               (4.4) 

 

4.5.2 Structural Similarity Index (SSIM): is a complicated function that compares the desired images and actual images. It is 

focuses on images structural information, The value of SSIM is in range [0, 1]. When SSIM Value equal to 1 means the desired 

output and real output images are totally the same. [41].    

       

SSIM = 
2𝜇𝑥𝜇𝑦+𝐶1

𝜇𝑥+ 𝜇𝑦+ 𝐶1
∙  

2𝜎𝑥𝑦+𝐶2

𝜎𝑥
2+ 𝜎𝑦

2+ 𝐶2 
           (4.5) 

 

Where, 𝜇𝑥, 𝜇𝑦 are the local means, 𝜎𝑥 , 𝜎𝑦 standard deviations, 𝜎𝑥𝑦 is cross-covariance for images, and 𝐶1 , 𝐶2 are constants 

introduced to avoid instabilities. 

 

5. METHODOLOGY 

This section presents the procedure steps of proposed model in details, which is based on Machine Learning Algorithms, deep 

learning, convolution neural network (CNN). 

The goal of this model is to enhance noisy ultrasound images to get better image quality. A U-Net learning structure is used in this 

model, which has two parts: a contraction path and an expansion path. Image size is lowered on the network's left side, known as 

the contraction path, through max-pooling and convolution layers. In the expansion path, on the network's right side, the reduced 

picture is transformed to the original image. The network's expansion and contraction sections form short-circuit connections with 

one another. There is a large number of feature channels in the contraction part, which allow the network to propagate context 

information to expansion layers. As a consequence, the expansive path is mostly symmetric to the contraction path, this yields a U-

shaped architecture.  In our study, a U-Net model has 18 layers deep learning network. 

5.1 The Dataset  

This model is designed to deal with speckle noise in Ultrasound images which is gray-level images. So, the dataset which used is 

available to download at [42], [43]. 

The main characteristics of this dataset are as follows: 

 Ultrasound Images dataset consists of 1720 Clear Ultrasound Image with size of (256 × 256) pixels, portable network graphics 

format (PNG) and Joint Photographic Experts Group (JPG). 

 It is consisting of two classes which have taken from real scenes for breast diagnosis and Fetal abdominal images 

5.2 The Proposed Model 

The workflow process of the proposed model is made up of five main phases are shown in Figure 12. 
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Figure 12: The proposed model phases 

5.2.1 Input Preparing 

The model starts with preparing the input images that will be processed by the model. This phase consists of three sub- phases as 

follows: 

5.2.1.1 Dataset Splitting 

The dataset is partitioned into two sets: (training and testing) sets. The training dataset is consisted of 1376 images of the US dataset 

for training the network that means it is with percentage of 80% of the total dataset. 

The testing dataset consisted of 344 images of the US dataset for testing the trained network that means it is with percentage of 20% 

of the total dataset. 

5.2.1.2 Loading of Images 

The Data set has been uploaded to the google drive about 73.7 MB. Google Colab called a dataset by specifying the path location 

in drive. 

5.2.1.3 Images Resizing 

At this sub phase the two Dimensions of images have been marked as 256 × 256 as Hight_Img, Width_Img.  

5.2.2 Noise Addition 

The second model phase concerns with all about noise. This phase consists of three sub- phases as follows: 

5.2.2.1   Images copying 

At this sub phase, the train and test images have been copied to create x_train, y_train, x_test and y_test is 1376, 1376, 344 and 344, 

respectively. Therefore, the new dataset consists of 3440 images. 

5.2.2.2 Noise Factor 

The noise that added to ultrasound images is speckle noise, the range that mostly used is 0.05, 0.1, 0.25, 0.5 and 1. These ranges 

shown in Figure 13. 
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(a)                                                  (b)                                                          (c) 

 

(d)                                                       (e)                                                            (f) 

Figure 13: Different Noise Factors (a) original image (b) 0.05 (c) 0.1. (d) 0.25 (e) 0.5 (f) 1. 

5.2.2.3 Making Noisy Images 

Speckle Noise is a multiplicative noise. So, x_train and x_test images have been multiplied by the noise factor to get Noisy 

Images, as shown in Figure 14. 

 

Figure 14: Noisy/ Clear Dataset  

5.2.3 Model Building 

The model consists of several different layers connected to each other. The number of layers is Eighteen layer, each layer of them 

has its own function in enhancement processing which will be described in the next sections. More depth size of the network means 

more perceiving of edges and texture of the input image which results in better output image. 

U-Net model was introduced a skip connected between contracting layers and expanding layers which allows some data to flow and 

help in better image generation. 

A Network consists four parts: 

1- Input layer: specify the input shape of network, has no parameters, parameters = 0. 

2- Contracting path: consist of repeated application of three convolution layers with 3x3 filter, same padding, each convolution 

layer followed by ReLU as activation function layer, and a 2x2 Max-Pooling operation layer for down-sampling. At each 

down-sampling step, number of filters have been halved. 

3- Expansive path: consist of repeated application of three deconvolutions layers (Transposed convolution layers) with 3x3 filter, 

same padding, two stride, each deconvolution layer followed by ReLU as activation function layer. At each up-sampling step, 

number of filters have been doubled. 

https://paperswithcode.com/method/relu
https://paperswithcode.com/method/max-pooling
https://paperswithcode.com/method/relu
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4-  At the final convolution layer of 1x1 filter is used to map each 128-component feature vector to the desired number of channels 

with Sigmoid layer as activation function. In total the network has 18 layers. 

Figure 15 illustrates the idea of proposed model U-Net structure. 

 

 

 

  

  

 

 

 

 

 

 

 

Figure 15: Proposed model U-Net structure. 

5.2.4 Training Phase 

Adam optimizer was used in the training as one of the best optimization algorithms. It is widely used in such image enhancement 

problems. The epoch number of trainings, that is, how many times the network training will repeat, is set to 2000. After saving the 

tainted network, the network is being used as a model and it is ready to be tested. 

5.2.5 Testing Phase  

The testing image employs the trained model architecture and traverses all of its layers, utilizing saved parameters such as the 

network's weights and filter size and number. 

Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index (SSIM) are the most used measurements that is used in order to 

evaluate similar problems. 

6. SIMULATION RESULTS 

Using Apple Laptop with Intel® core_i5, CPU 1.8 GHz, RAM 8 GB, Mac OS Big Sur system, Python, Google Colaboratory (Google 

Colab) and Google Drive. The proposed architecture U-Net Model plot shown in Figure 16. 

  

https://paperswithcode.com/method/1x1-convolution
https://colab.research.google.com/drive/1aLub5ertRTfMi-4m3s0rwAfRKsGAexqM
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Figure 16: architecture U-Net Model plot 

 

After 2000 epochs the training loss and validation loss show how the learning curve become down for each epoch. The training loss 

indicates how well the model is fitting the training data, while the validation loss indicates how well the model fits new data. Table 

1 illustrate the training phase results performance that including losses, spending time and No. of epochs, at each speckle noise 

level. 

 

Table 1: training phase results 

A First Case with Variance = 0.05 

Epoch No. 
Spending time 

hh:mm:ss 
Training_loss Validation_loss 

10 00:00:10 0.0815 0.0813 

50 00:00:50 0.0136 0.0124 

100 00:01:40 0.0028 0.0030 

200 00:03:20 0.0018 0.0020 

300 00:05:00 0.0016 0.0017 
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400 00:09:40 0.0014 0.0015 

500 00:08:20 0.0013 0.0014 

1000 00:16:40 0.0011 0.0012 

1500 00:25:00 9.9139e-04 0.0011 

2000 00:37:20 9.4609e-04 0.0011 

 Figure 17 Figure 18 

A Second Case with Variance = 0.1 

Epoch No. 
Spending time 

hh:mm:ss 
Training_loss Validation_loss 

10 00:00:15 0.1059 0.1124 

50 00:01:15 0.0127 0.0126 

100 00:02:30 0.0048 0.0049 

200 00:05:00 0.0017 0.0017 

300 00:07:30 0.0014 0.0014 

400 00:10:00 0.0013 0.0013 

500 00:12:30 0.0012 0.0012 

1000 00:25:00 0.0013 0.0012 

1500 00:37:30 9.8383e-04 0.0010 

2000 00:55:00 0.0011 0.0012 

 Figure 19 Figure 20 

A Third Case with Variance = 0.25 

Epoch No. 
Spending time 

hh:mm:ss 
Training_loss Validation_loss 

10 00:01:10 0.0951 0.1061 

Table 1: training phase results (cont.) 

50 00:05:50 0.0154 0.0134 

100 00:11:40 0.0060 0.0053 

200 00:23:20 0.0026 0.0025 

300 00:35:00 0.0023 0.0022 

400 00:46:40 0.0023 0.0021 

500 00:58:20 0.0019 0.0021 

1000 01:56:40 0.0017 0.0021 

1500 03:05:00 0.0016 0.0021 

2000 03:53:20 0.0016 0.0021 

 Figure 21 Figure 22 

A Four Case with Variance = 0.5 

Epoch No. 
Spending time 

hh:mm:ss 
Training_loss Validation_loss 

10 00:01:50 0.0712 0.0992 

50 00:09:10 0.0706 0.0968 

100 00:18:20 0.0142 0.0180 

200 00:36:40 0.0029 0.0040 
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300 00:55:00 0.0024 0.0035 

400 01:13:20 0.0022 0.0032 

500 01:31:40 0.0020 0.0031 

1000 03:03:20 0.0017 0.0029 

1500 04:00:35 0.0014 0.0029 

2000 06:06:40 0.0013 0.0027 

 Figure 23 Figure 24 

A Fifth Case with Variance = 1.0 

Epoch No. 
Spending time 

hh:mm:ss 
Training_loss Validation_loss 

10 00:02:10 0.1031 0.0817 

50 00:10:50 0.0150 0.0179 

100 00:21:40 0.0073 0.0086 

200 00:43:20 0.0032 0.0038 

300 01:05:00 0.0027 0.0035 

Table 1: training phase results (cont.) 

400 01:26:40 0.0026 0.0034 

500 01:48:20 0.0025 0.0033 

1000 03:36:40 0.0022 0.0031 

1500 05:25:00 0.0020 0.0031 

2000 07:13:20 0.0020 0.0021 

 Figure 25 Figure 26 

The training phase curves during 2000 epoch: in Figures 17, 19, 21, 23 and 25 illustrate the training loss of the training progress. 

The x-axis of the figure is representing the number of epochs, The y-axis representing the training loss at each epoch, While Figures 

18, 20, 22, 24 and 26 illustrate the validation loss of the training progress. The x-axis of the figure is representing the number of 

epochs, The y-axis representing the validation loss at each epoch.  

   

Figure 17: Training loss at First case  
Figure 18: Validation loss at First case 
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Figure 19: Training loss at Second case  Figure 20: Validation loss at Second case 

   

Figure 21: Training loss at Third case  Figure 22: Validation loss at Third case 

   

Figure 23: Training loss at Fourth case  Figure 24: Validation loss at Fourth case 

   

Figure 25: Training loss at Fifth case  Figure 26: Validation loss at Fifth case 

After training stage has been completed, the model has been saved in google drive as model.png file. It is ready to be tested and 

evaluated. 

First, Noisy image selected from the testing dataset then processed by the trained network which result the enhanced image. Then, 

the ground truth of the enhanced image selected to compare with the enhanced image. This comparison is done in order to evaluate 
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and estimate the trained network and determining the SSIM and PSNR values. Figure 27 illustrates testing phase results included 

the original image, noisy image and finally the reconstructed image, from top to bottom, and their numerical measurements in table 

2.  
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(b) 

Figure 27 output images in testing phase, original image, noisy image and reconstructed image, from top to bottom. 

(a) At Var = 0.05, (b) At Var = 0.1. 

 

 

 

 



Copyrights @Kalahari Journals Vol.7 No.5 (May, 2022) 

International Journal of Mechanical Engineering 

806 

 

 

 

 

 

 

 

 

 

(c) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(d) 

Figure 27 output images in testing phase, original image, noisy image and reconstructed image, from top to bottom. 

(c) At Var = 0.25, (d) At Var = 0.5 

 

 

 

 

 

 

 

 

 

 

 

 

 

(e) 

Figure 27 output images in testing phase, original image, noisy image and reconstructed image, from top to bottom. 

(e) At Var = 1.0 
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Table 2: PSNR and SSIM values for the Testing phase. 

Figure 27 SSIM (%) PSNR (dB) 

(a) Var =0.05 99.028 31.636 

(b) Var =0.1 98.692 30.314 

(c) Var =0.25 97.4549 28.7011 

(d) Var =0.5 96.835 27.9635 

(e) Var =1.0 93.491 24.2891 

Several methods have been proposed to enhance medical ultrasound images by using convolution neural network, each one of these 

methods used different datasets in order to testing and training their model. Table 3 illustrates the average SSIM/PSNR values 

results from different method and using different datasets. 

Table 3: Comparison with Previous Studies. 

 

 

(a) 

 

 

 (b) 

Figure 6.13 Comparison image enhancement models during last years (a) SSIM (b) PSNR. 
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[44] [45] [46] Proposal

PSNR Comparison

Method Name No. of layers Noise level SSIM PSNR 

Autoencoder 20 layer 20 1.0 - 24.54 

U-shaped CNN- 30 layer 30 50 AWGN 76.1 24.88 

U-shaped CNN- 49 layer 49 0.5 95.07 27.45 

The proposed model 18 0.5 96.835 27.9635 
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7. Conclusions 

After implementing of CNN model based on U-Net architecture computing and comparing the results of all situations used in this 

thesis, the following were concluded: 

According to the obtained results, the study has concluded the following: 

 CNN is like all deep learning techniques; it is very relying on the size and quality of the training data. Using good dataset 

(good resolution images, large number and convenient size of images) to train the model result in better performance.  

 Several experiments were performed while training the model by using different parameters and epoch number found that 

decreased the complexity of the model, mean decrease in training time and required storage. 

 According to enhance general and medical images, it is not required that the number of layers be many in order to obtain clear 

images, and this is illustrated with our model and the aforementioned experiments. 

 U-Shaped (U-Net) of CNN technique is a better technique for Denoising images, resolution enhancement than other like 

autoencoder etc. 

 By eighteen layers, U-Net model, custom dataset of Ultrasound images and python language, the best SSIM has been gotten 

is 99.028% and 98.692% at Noise level 0.05 and 0.1 respectively. 
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