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Abstract - Green computing is the science and practice of efficiently and effectively designing, manufacturing, utilizing, and 

disposing of computers, servers, associated subsystems, printers, storage devices, and networking and communications systems 

with low or no environmental impact. Green computing aims to reduce hazardous materials, improve energy efficiency, increase 

throughput, improve reaction time, encourage recyclability of obsolete products, and manage waste. Green computing is often 

achieved by either Product Longevity Resource allocation or Virtualization or Power management. Green cloud computing 

provides the potential to figure from anywhere at any time on any mobile device or computer. Green Cloud service providers got 

to adopt measures to ensure that their margin of profit isn't dramatically reduced thanks to high energy costs. Due to the recent 

trends during this field, a variety of scheduling algorithms are developed in cloud computing which shall decrease the value of the 

services provided by the service provider in a cloud computing environment. Most fashionable-day researchers plan to construct 

job scheduling algorithms to extend the supply and performance of cloud services because the users need to buy the available 

resources/services based on time. Considering all the above factors, scheduling plays an essential role in maximizing resources in 

the cloud computing environment. This paper presents a comparative study of varied scheduling algorithms and, therefore, the 

related issues in cloud computing. 

 

Index Terms - Cloud computing, Green Technology, Green Cloud, Scheduling Algorithm 

INTRODUCTION 

Cloud computing is a distinct expert collaboration that utilizes massively flexible and virtualized work through the internet. The 

"Cloud" and/or "Cloud computing" have been depicted and discovered in a variety of ways. We'll try to present a suitable (rather 

than exhaustive) set of definitions as a suggestion for future use in the distributed computing research arena, with a focus on the 

term's changing usage ranges. We strive to understand theoretical terminology in how it best answers mechanical issues and 

opinions. We'll define a 'cloud' as a flexible execution environment of assets that includes multiple partners and provides metered 

administration at various granularities for a stated level of nature of administration. To be more specific, a cloud could be a 

platform or foundation that allows for the supervised and flexible execution of code (administrations, applications, and so on), 

with "oversaw" implying that dependability is ensured within pre-defined quality boundaries and "versatile" implying that the 

assets are put to use in accordance with genuine current requirements, flexibility, of course, involves both up-and-down 

adaptability of assets and knowledge, as well as load-adjusting of data throughput, taking into account all-encompassing demand 

definitions. Green Cloud registration is a relatively new invention that is rapidly gaining traction. Work planning is one of the 

errands conducted to effectively develop the working of distributed computing circumstances in order to recognize the highest 

profit. Calculations in circulated frameworks are designed to distribute workload across processors and maximize their utilization 

while keeping overall job execution time to a minimum. Job booking, possibly the most well-known streamlining issue, is critical 

to building adaptable and powerful frameworks. The fundamental reason for being is to schedule jobs for mobile assets according 

to mobile time, which entails keeping track of a proper sequence in which jobs are commonly completed under exchange 

rationalization imperatives. Cloud planning algorithms are divided into two categories. There are two types of booking 

calculations: static and dynamic. Both have their own set of advantages and disadvantages. Dynamic planning calculation is better 

than static planning computation, but it comes with a lot of overhead. 

GREEN CLOUD SCHEDULING 

The core concept of Green cloud computing systems task scheduling is job management, and difficulties are the most significant 

factor affecting the overall efficiency of the system. Job scheduling may be a tracking mechanism from users’ tasks to the correct 

usage of resources and theireffective utilization. Job scheduling is flexible and convenient. Tasks and Task streams can be 

scheduled to run anytime required, based on business functioning, wants, and priorities. Job channeling and processing can be 

done daily or weekly or monthly, and yearly well in advance and run onrequested jobs without the need for assistance from the 

support workgroup. 
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Scheduling Characteristics Featuring 

CPU utilization Keep it as high as possible 

Throughput Number of processes completed per unit time 

Waiting time the amount of time that a process waits in the ready queue during turnaround time 

Response time Amount of time between compliance of requests and first response to the request 

Scheduler efficiency Minimize the overhead 

Turn around time Mean time from compliance to completion of process 

GREEN CLOUD SCHEDULING CHARACTERISTICS 

 CPU utilization: 0-100%. In real systems, it should range from 40-90%. 

 Throughput:Tasks or jobs that are completed per time unit. 

 Turnaround time: Compliance time is the time it takes to complete a task. 

 Waiting time: The time a process spends in the ready queue during turnaround 

 Response time: The time it takes from submitting a request to receiving the first response. 

SCHEDULING ALGORITHMS TYPES OF SCHEDULERS 

 Long-term scheduler: 

o admits new processes to the system; 

o required because each process needs a portion of the available memory for its code and data. 

 Medium-term scheduler: 

o is not found in all systems; 

o required to control the temporary removal from the memory of a process when the latter is extractable. 

 Short-term scheduler: 

o determines the assignment of the CPU to ready processes; 

o required because of IO requests and completions. 

SCHEDULING ALGORITHMS IMPLEMENTATION – ISSUES 

 The underlying interrupt system basically prepares the resources for a hub but does not perform the hub. 

 The scheduler itself directly handles process hubs. 

 This results in a delay between the time of readiness and the time of the hub, which cannot be tolerated because system 

exceptions may occur. 

 The solution is to completely surpass the scheduler (OS) and go directly to an ISR hub. 

 Each task is assigned its own private stack and workspace. 

 This is done to avoid different processes overriding each other’s data and code. 

 This is based on strict task modeling, where all heavyweight tasks do not share their resources. 

 Code that can be shared safely is called ‘re-entrant’ code, and only they will be allowed to share. 

SCHEDULING PROCESS 

The scheduling process in Green clouds can be categorized into three stages, namely: 

 Filtering and Resource discovering: The Data Center Broker detects the tasks in the network system and gathers the 

status information for them. 

 Selection of Resources: The target resource is chosen based on task and resource parameters. This is the deciding factor 

in the scheduling process. 

 Submission of Task: The resource or task broker chooses which resource to submit the task to. 
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ALGORITHM FOR GREEN CLOUD 

a. Algorithm for First-come, first-served: 

 The first task in the queue is served using the first-come, first-served approach. This algorithm is simple and easy to 

implement. 

b. Algorithm for Round-Robins: 
 Tasks are supplied in a FIFO fashion in round-robin scheduling, but they are assigned a limited amount of CPU time termed 

a time-slice or a quantum. If a job does not finish before its CPU time, the process runs out of time, the CPU is pre-empted, 

and the CPU is given to the next process in line. The procedure that was preempted is thus moved to the back of the ready 

list. 

c. Algorithm for Min–Min: 
 This algorithm prioritizes small tasks over large ones, causing large jobs to take longer than usual to complete. 

d. Max-Min Algorithm: 
 This algorithm prioritizes large tasks above small activities, delaying small jobs for a long time. 

e. Task Scheduling Algorithm with the Best Fit: 
 Tasks that fit perfectly in the queue are processed first in this method.This algorithm has a high rate of failure. 

f. Algorithm for Priority Scheduling: 
 The basic principle is straightforward: each task is assigned a priority before proceeding. Tasks that have the same priority 

are scheduled in FCFS order. SJF (Shortest-Job-First) is a subset of the general priority scheduling method.The priority of an 

SJF algorithm is the inverse of the (anticipated) next CPU burst.As the priority rises, the priority falls, and vice versa. 

Internally or internationally, priority can be determined. Internally determined priorities use quantifiable quantities or 

qualities to determine a task's priority. 

TASK SCHEDULING ALGORITHM FOR GREEN CLOUD 

(i) Algorithm for First-come, first-served: 

 The first task in the queue is served using the first-come, first-served approach. This algorithm is simple and easy to 

implement. 

 

(ii) Algorithm for Round-Robins: 
 Tasks are supplied in a FIFO fashion in round-robin scheduling, but they are assigned a limited amount of CPU time termed 

a time-slice or a quantum. If a job does not finish before its CPU time, the process runs out of time, the CPU is pre-empted, 

and the CPU is given to the next process in line. The procedure that was pre-empted is thus moved to the back of the ready 

list. 

 

(iii) Algorithm for Min–Min: 
 This algorithm prioritizes small tasks over large ones, causing large jobs to take longer than usual to complete. 

 

(iv) Max-Min Algorithm: 
 This algorithm prioritizes large tasks above small activities, delaying small jobs for a long time. 
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(v) Task Scheduling Algorithm with the Best Fit: 
 Tasks that fit perfectly in the queue are processed first in this method. This algorithm has a high rate of failure. 

 

(vi) Algorithm for Priority Scheduling: 
 The basic principle is straightforward: each task is assigned a priority before proceeding. Tasks that have the same priority 

are scheduled in FCFS order. SJF (Shortest-Job-First) is a subset of the general priority scheduling method.The priority of an 

SJF algorithm is the inverse of the (anticipated) next CPU burst. As the priority rises, the priority falls, and vice versa. 

Internally or internationally, priority can be determined. Internally determined priorities use quantifiable quantities or 

qualities to determine a task's priority. 

SCHEDULING ALGORITHMS THAT ARE ALREADY IN USE 

In today's cloud world, the following scheduling algorithms are widely used. 

 Resource-Aware-Scheduling Algorithm (RASA) 
RASA is a new process scheduling algorithm presented by Saeed Parsa and Reza Entezari-Maleki [1].Max-min and Min-min are 

two well-known scheduling methods. RASA takes advantage of the Max-min and Min-min algorithms' advantages while 

simultaneously resolving their disadvantages. Each task's deadline, the process's arrival rate, the cost of task execution on each 

resource, and the cost of communication are all ignored. According to the result of the experiments, RASA surpasses existing 

scheduling algorithms in large-scale cloud systems. 

 

 A Priority-based Service Scheduling Policy with an Optimal Structure for Cloud Computing Environments 

A new scheduling method based on priority and permission control was proposed by Dr. M. Dakshayini and Dr. H. S. Guruprasad 

[2]. Each admitted queue is given a priority in this algorithm. Each queue's allocation is determined by assessing the acceptable 

latency and service cost. This approach has achieved a very high (99 percent) service completion rate with guaranteed QoS when 

combined with the recommended cloud frameworks. As a result of this policy prioritizing more paid customer service requests, the 

cloud's overall servicing costs rise simultaneously. 

 

 Petri Net and Load Balancing for Extended Max-Min Scheduling 

A novel algorithm based on the effectiveness of the El-Sayed T. El-kenawy, Ali Ibraheem El-Desoky, and Mohamed F. Al-

rahamawy proposed the RASA algorithm [3]. Petri nets are used to represent distributed systems' concurrent behaviour. Max-min, 

rather than RASA and original Max-min, illustrates achieving schedules with comparable lower Timespan. 

 

 Reliable Scheduling Distributed in Cloud computing (RSDC) 
ArashGhorbanniaDelavar, Mahdi Javanmard, Mehrdad BarzegarShabestari, and MarjanKhosraviTalebi[4] suggested a trustworthy 

and optimal scheduling technique in the context of cloud computing. Major tasks are separated into subtasks in this algorithm. The 

request and acknowledgment times are calculated separately to keep the duties balanced. Each job is scheduled by calculating the 

demands and keeping track of the time in shared tasks. As a result, the efficiency of the system will steadily improve. 

 

 Task Scheduling with an Improved Cost-Based Method 

Mrs. S. Selvarani and Dr. G. Sudha Sadhasivam[5] suggested an improved cost-based scheduling method in the cloud framework 

for mapping jobs to available resources. The new task scheduling method for cloud environments suggests enhancements to 

traditional activity-based costing. There may be no relationship between the overhead application base and how different tasks 

cause overhead costs of tasks in the cloud. Based on their priority, this scheduling system divides all user jobs into three different 

list formats. This scheduling strategy considers both resource costs and computing performance, as well as optimizing the 

computation/communication ratio, which improves the overall performance of the cloud framework. 

 

 A Cloud Computing Job Scheduling System with Optimistic Differentiated Job Scheduling 

ShalmaliAmbike, Dipti Bhansali, JaeeKshirsagar, and Juhi Bansiwal[6] proposed a unique scheduling strategy based on a non-

preemptive priority queuing model for actions performed by cloud users in the cloud computing environment. An effective job 

scheduling algorithm is required when a web application is designed to perform a certain task, such as file uploading and 

downloading. With this algorithm, the cloud computing user's Qos requirements are met, as well as the cloud computing service 

provider's highest yield. 

 

 A Priority-based Job Scheduling Algorithm in Cloud Computing 

Mohamed Othman proposed a new scheduling algorithm based on multiple criteria and varied decision priorities[7]. This 

algorithm has three scheduling levels: object level, attribute level, and alternate level. In this strategy, the task resource ratio can 

be used to determine priority. The priority vector can then be compared to each queue separately. This approach has a higher 

throughput and a faster finish time. 

 

 Performance and Cost Analysis of Gang Scheduling in a Cloud Computing System with Job Migrations and 

Starvation Handling 

Ioannis A. Moschakis and Helen D. Karatza invented a gang scheduling method with job migration and hunger handling for 

scheduling parallel jobs, which has previously been used in the realms of Grid and Cluster computing. Based on the demands of 

the workloads being performed, the number of Virtual Machines (VMs) available at any one time is dynamic and expandable. 
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Simulations based on the aforementioned paradigm are used to examine the performance and total cost of Gang Scheduling with 

migrations and famine handling. The findings suggest that this scheduling strategy can be applied successfully on any Cloud. That 

cloud platforms may be leveraged to run HPC or high-performance enterprise applications at a larger scale. 

COMPARISON OF VARIOUS CLOUD SCHEDULING ALGORITHMS 

S. 

No 
Scheduling Algorithm 

Scheduling 

Metric 
Factor Findings Environment 

Deployment 

Model 

1 Resource Aware Scheduling 

Algorithm (RASA) 

Makespan Group Task 1. It is used to reduce the 

makespan 

Grid Public Cloud 

2 A Priority-based Service Scheduling 
Policy with an Optimal Structure for 

Cloud Computing Environments 

Quality of 
Service, 

service 

request time 

An array of 
workflow 

instances 

1. High Quality of Service 
2. High Throughput 

Cloud Public,Private 
cloud 

3 Petri Net and Load Balancing for 
Extended Max-Min Scheduling 

 

Load 
balancing, 

finish time 

Grouped task 1.Efficient load balancing is one 
of its functions. 

2.The Petri net is used to 

overcome the restrictions of the 
Max-Min algorithm. 

Cloud 
Environment 

Public,Private 
cloud 

4 Reliable Scheduling Distributed in 

Cloud computing (RSDC) 

Processing 

time 

Grouped task 1.It is used to speed up the data 

processing. 
2.It helps with load balance. 

Cloud 

Environment 

Public,Private 

cloud 

5 Improved Cost-Based Method for 

Task Scheduling 

Cost and 

performance 

Unscheduled 

task group 

1. Tracks both the cost of 

resources and the speed of 

calculation. 
2. Increases the ratio of 

computation to communication 

Cloud Public,Private 

cloud 

6 A Cloud Computing Job Scheduling 
System with Optimistic 

Differentiated Job Scheduling 

Quality of 
Service, 

maximum 

profit 

A single job 
with multiple 

users 

The cloud computing user's QoS 
needs are met, as are the cloud 

computing service provider's 

maximum profits. 

Cloud Public,Private 
cloud 

7 A Priority-based Job Scheduling 

Algorithm in Cloud Computing 

Priority to 

each 

An array of 

the job queue 

1. Less finish time Cloud Public,Private 

cloud 

8 Performance and Cost Analysis of 

Gang Scheduling in a Cloud 
Computing System with Job 

Migrations and Starvation Handling 

Performance 

and cost 

Workflow 

with a large 
number of 

jobs 

1.The use of migrations and the 

treatment of famine had a 
substantial impact on the model. 

2. It boosts productivity. 

Cloud Public,Private 

cloud 

CONCLUSION 

In a cloud computing system, the most critical duty is scheduling. We examined various scheduling strategies and tallied the 

corresponding metrics in this article. In a hybrid system, it has been found that Green Cloud is a major issue. Existing scheduling 

methods offer high throughput, low cost, and quick reaction times, but they ignore dependability, availability, and optimal work 

scheduling in any deployment type. As a result, techniques that improve availability and dependability in the cloud computing 

environment are required for all deployment models. Syl's Algorithm may eventually be evaluated for use in Hybrid Green Cloud 

Scheduling. We intend to prove mathematically that Syl's method will be an effective choice for hybrid Green Clouds, as hybrid 

clouds are the way of the future. 
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