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Abstract.  

BACKGROUND/OBJECTIVES: When creating a deep learning model, there are many factors to consider. Among 

them, the deep model and the wide model should be considered at the initial stage of model construction. However, 

there is still a lot of debate about which model is effective to use.     

METHODS/STATISTICAL ANALYSIS: In this study, we intend to create and test criteria to determine which model 

to use for analyzing the given data. For this, we will build and compare deep learning models using California housing 

data, which is widely used for model evaluation. The models developed for the research are deep model, wide model 

and deep & wide model. 

FINDINGS: A new evaluation criterion was introduced for the evaluation of the three developed models. The new 

criterion is to convert the difference between the predicted value and the actual value of the model into an absolute 

value and add them. This criterion can be used to judge the prediction accuracy of the three models developed through 

this criterion.   

IMPROVEMENTS/APPLICATIONS: The procedure and criteria of this study can be used as criteria for determining 

in advance which model is best to use in deep learning for given data. In particular, it will be very helpful in 

determining the model type that should be determined in the early stages of a deep learning model. 
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1. INTRODUCTION 

Artificial intelligence has made great strides since the concept of deep learning targeting labeled data was announced in 2010[1-

4]. In particular, it is widely used in image processing, language recognition, and translation[5-7].   Recently, it has been used in 

web recommendation systems and in the field of biology, and this trend continues to spread[8-12]. But, applying deep learning 

in practice is a process that requires many considerations, time, and various possibilities in mind. In particular, determining 

whether to use a deep model or a wide model at the stage of constructing a deep learning model has a great influence on the 

accuracy of the model[4,8]. In this study, the criteria for determining a deep learning model for the data to be analyzed were set. 

This criterion shows the difference between the predicted value of the developed model and the actual value in terms of the total 

data. The classification criteria introduced are based on the premise that only part of the data is performed before full-scale 

analysis is performed. To demonstrate, three deep learning models were developed and applied for California housing data. 

There are three developed deep learning models: deep model, wide model, and deep & wide model. All models were developed 

using Keras and TensorFlow and performed in Google's Colab. The criteria introduced in this study can be applied directly in 

practice, and will be of great help in determining the initial model. 

2. TEST DATA ENVIRONMENT 

The data used to measure model-specific predictive accuracy of deep learning is the “California Housing Prices”. It have total 

20,640 record about California housing. Each record has 9 items, “longitude”, “latitude”, “housingMedi anAge”, “totalRooms”, 

“totalBedromms”, “population”, “household”, “medianIncome”, “medianHouseValue”. All data type is float64. More detailed 

information about the data is summarized in Table 1. Using the given data and model, we will predict the value of 

“medianHouseValue”. The accuracy of the model can be evaluated by summing and comparing the difference between the 

predicted data and the actual data. Through such evaluation, it is possible to determine a model of deep learning that is suitable 

for the given data. 

Detailed information on the data can be found here : http://kaggle.com/camnugent/california-housing-prices. 

 

 

 

Table 1: California housing data structure and example 

http://kaggle.com/camnugent/california-housing-prices
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3. DEEP LEARNING MODEL FOR EVALUATION 

There are many factors to consider when developing models and making predictions using deep learning.  In particular, there 

are numerous considerations such as the depth of the model, the format of the input data, the type of optimizer used, the format 

of the input and the format of the output.  However, this study attempts to determine the type of the deep learning model before 

any considerations. Therefore, this study constructs a test model to use a limited hidden layer and a limited input and output 

format. Before building a full-fledged model, it is a preliminary work, the construction of the model was also carried out in a 

simple form using Keras and TensorFlow. However, Various models can be considered, three models were prepared for 

evaluation: a deep model, a wide model, and a deep & wide model. By extracting a portion of the data and applying it to a given 

model to check the results, you can check the model suitable for the given data in advance.  Naturally, the same data was 

applied to the three models, and the three models were also configured in the same form in the hidden layer or the input/output 

layer. Therefore, we would like to examine by applying the same data/model to the following three models. If you want to 

determine the type of model using this study in practice, you can use the given model.  

Analysis of a given data requires many factors to be considered. For example, the number of hidden layers, the number of 

hidden layers, neurons, learning rate, optimizer, batch size, activation function, and number of repetitions may be considered. 

Among these, there are various types of optimizers such as SGD, Adgrad, RMSprop, Adam, Nadam, AdaMax. All of these 

techniques are important, but they should be considered step by step while constructing the model.      

However, this study focuses on the process of determining the appropriate model type for the given data before considering 

all of these factors. Therefore, it is the key to determine which type of model is suitable by applying the three models shown in 

Figure 1 to the target data. Detailed descriptions of the three models are as follows. 

“Deep Model” : This is a typical deep learning model. It has two hidden layer and data is input through on input layer. 

“Deep&Wide Model” : It has the same structure as the “Deep Model”. However, it is a structure in which the input of 

“Input Layer” is added as a separate input to the “Link Layer”. It is a model that adds input to the existing deep learning model. 

“Wide Model” : Unlike general deep learning models, It is a model that expands the hidden layer horizontally and provides 

the same input to each. The Link Layer plays the role of receiving and controlling the output of the expanded hidden layer. This 

model is an example of a non-sequential neural network. This structure was introduced in Cheng’s thesis in 2016[3], and is 

currently being used in many fields. 

In practice, when the deep learning model is used to determine the type of the model before concrete implementation, other 

types of models may be considered in addition to the above three. 

 

Figure 1. Deep, Wide, Deep&Wide model summary 

The model shown in Figure 1 is a sample model for evaluating whether it is better to select a wide or deep model for a 

given data. Various models may exist, but given the general environment, using the model given in Figure 1 will suffice to 
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determine the type of model suitable for the data. The reason for suggesting the Deep&Wide model in Figure 1 is that the hybrid 

type is often appropriate when determining the shape of the model. For the exact shape of the model presented in Figure 1, the 

appearance of the model is summarized in Figures 2 and 3 using Keras' model view function.  Figure 2 shows the structure of 

the wide model, and Figure 3 shows the structure of the Deep&Wide model.  The structures shown in Figures 2 and 3 are 

tailored to the data used for this verification. Therefore, if you want to use the results of this study to determine the shape of the 

model in practice, you will have to maintain the overall structure and adjust the values of related variables. 

 

 

Figure 2. Wide model summary 

 

 

Figure 3. Deep&Wide model summary 

This study is to apply a simple model in advance to determine the type of model suitable for the data. To this end, three 

models to be applied were presented separately. Therefore, in keeping with the idea of this study, the given model can be freely 

changed by the user. For example, you can separate the input data of the model in a specific environment and apply it to the 

deep & wide model. An example of this is presented in Figure 4. The model presented in Figure 4 is also a case that can be 

considered when determining a deep learning model suitable for data.  However, in this paper, only the three models presented 

in Figure 3 were considered when considering the shape of the given data. 

 

Figure 4. Additional Model 

 

4. EVALUATION CRITERIA 
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Evaluation of deep learning models is performed in a variety of ways. In most cases, the model uses the evaluate function to 

determine the final correct answer rate and loss value. loss shows the difference between the predicted value and the actual 

value, the smaller the better.  In the case of a classification model, the model is evaluated using Precision, Recall, F1 score, and 

Accuracy based on the confusion matrix. In addition there are methods such as ROC (Receiver Operating Characteristics), AUC 

(Area Under the ROC Cuve), Multi-class ROC. 

This study is to find out the type of model suitable for the given data. Therefore, among the existing evaluation methods, a 

form similar to the easiest and intuitive loss method was used. The core idea of the algorithm is to judge that the small 

difference between the predicted value and the actual value has performed an accurate prediction. In addition, in order to 

identify the exact difference, the absolute value was taken for the difference value. Refer to Figure 5 for details of the algorithm 

made in Python. 

 

Figure 5. Evaluation algorithm made in Python 

 

Figure 6. Example of applying the new criteria to the model in Figure 1 

Figure 6 shows the actual application process of the evaluation criteria presented in Figure 5. The configuration provided in 

Figure 2 is modeled using Keras and TensorFlow, and then compiled. The compiled model is trained using the training data 

separated in advance. A prediction is performed based on the learned model, and a process of adding the difference between the 

predicted value and the actual value is performed. 

At this time, it is not necessary to perform the process of Figure 6 for all data. Our purpose is to decide whether to construct 

a deep learning model in a deep or wide configuration. Therefore, we just need to perform the process of extracting some of the 

data to be used and applying it to the three models presented in Figure 1. This process determines the form of a deep learning 

model suitable for the data to be analyzed through pre-analysis. And this process helps to determine the shape of the deep 

learning model, making it useful for many procedures and time required for the development of the deep learning model later. 

5. CONCLUSION  

The three models in Figure 1 were implemented using Keras and Tensorflow for easy use. The implemented model in Figure 1 

was trained and tested using “California Housing” data. The training and test data were organized separately. The test results for 

each model are summarized in Table 2. As for the test results, the Wide Model scored the best in the accuracy of the prediction. 

And “Deep&Wide Model” showed almost the same level of accuracy as the “Wide Model” in the accuracy of prediction. The 

commonly used “Deep Model” showed inferior results in prediction accuracy compared to the other two models. Based on the 

results summarized in Table 2, the deep learning model based on the California housing data can be expected to show better 

results for the wide model than the deep model.  

Therefore, when constructing a model related to deep learning later, it is desirable to construct the model by considering 

various variables based on the wide model. Of course, this is the case based on California housing data. 

 

 

Table 2: Test Result by each model by using California housing data 
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 Deep Model Deep & Wide Model Wide Model 

Sum Value 10.395 9.896 9.489 

*The smaller the sum value, the more accurate it is, so we can find that Wide Model is the most accurate.

Through this study, a new factor to be considered when building a deep learning model was discovered. When creating a 

deep learning model, we need to consider new things in addition to data set separation and randomization, data set size and 

adjustment, selection of function including relu, and depth of hidden layer. It is a model type, like deep or wide. Through this 

study, we can be confirmed that the selection of deep or wide in deep learning modes is as important as other factors. Creating a 

deep learning model based on given data is difficult and takes a long time. In particular, optimization of the developed model is 

an important step in determining the value of a deep learning model. However, before all these processes are performed, it is 

also important to determine what kind of deep learning model suitable for the given data. A well-chosen model reduces the 

optimization process and provides a basis for better results. In that respect, there are good reasons for practitioners to consider 

the standards and methods proposed in this study. 
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