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Abstract 

 In this paper, the concept of Near Plithogenic Neutrosophic Hypersoft number, its operational laws, 

score and accuracy functions are defined. Also, the Heronian Mean aggregation operator under Near Plithogenic 

Neutrosophic Hypersoft environment is studied.  First the Near Plithogenic Neutrosophic Hypersoft Geometric 

Heronian mean operator (NPNHsGHM) is proposed and its desirable properties and special cases are 

investigated. Further, the Near Plithogenic Neutrosophic Hypersoft Geometric Weighted Heronian Mean 

operator (NPNHsGWHM) is defined and its properties are also studied. Then, the effectiveness of the developed 

approaches is verified with a numerical illustration. 

Keywords Near Plithogenic Neutrosophic Hypersoft number; Near Plithogenic Neutrosophic Hypersoft score 

and accuracy function; Near Plithogenic Neutrosophic Hypersoft Heronian Mean; Near Plithogenic 

Neutrosophic Hypersoft Geometric Heronian Mean; Near Plithogenic Neutrosophic Hypersoft Geometric 

Weighted Heronian Mean 

 

1. Introduction 

 James F. Peters [16] introduced the near sets as a generalization of rough sets introduced by Zdzislaw 

Pawlak [40] in 1982. The notion of soft sets was first commenced by Molodtsov [23] to deal with uncertainty. 

Chiranjibe Jana and Madhumangal Pal [17] gave some soft aggregation operators for single valued neutrosophic 

sets. Abhishek Guleria and Rakesh Kumar [4] used the aggregation operators for T-spherical fuzzy soft sets in 

decision making problems. Many authors [6,19,20,32] have contributed their work on soft aggregation operators 

   

 Neutrosophic sets are powerful logics designed to understand the inconsistent and indeterminate 

information. Wan et al. [38] introduced Frank Choquet Bonferroni mean operators and utilized this operator to 

develop MCDM problems in single-valued bipolar neutrosophic environment. Shi and Ye [35] introduced 

Dombi aggregation operator to originate neutrosophic cubic Dombi (NCD) aggregation functions. Wei and 

Zhang [39] utilized combination of power averaging and Bonferroni mean operator to develop SVN Bonferroni 

power aggregation operators. Ulucay et al. [37] developed a decision-making problem using similarity measure 

method under bipolar neutrosophic environment. Abdel-Basset et al. [2] studied MCGDM based on 

neutrosophic hierarchy method. Abdel-Basset et al. [1] proposed strategic planning and decision-making based 

on neutrosophic AHP-SWOT analysis. Dalapati et al. [10] proposed cross entropy based MAGDM based on 

interval neutrosophic information. In [7], Bausys and Zavadskas provided VIKOR method based MCDM 

problems using interval neutrosophic numbers. Biswas et al. [8] utilized TOPSIS method for MCDM problems 

under single valued neutrosophic environment.   
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The concept of hypersoft set was initiated by Florentin Smarandache [12]. He defines hypersoft set as 

a multi-augmented function, where one can have multiple parameters and so it can be used in several 

applications. Muhammad Saeed et al [27] contributed a development on complex multi-fuzzy hypersoft set 

based on entropy and similarity measure. Saqlain et al [28] proposed tangent similarity measure for single valued 

neutrosophic sets. Muhammad Naveed Jafar et al [25] gave the trigonometric similarity measures for 

neutrosophic hypersoft sets. Abdul Samad, et al [3] extended the TOPSIS technique based on correlation 

coefficient under neutrosophic hypersoft environment. Few authors [26,30,31] have contributed their work on 

hypersoft sets. 

Florentin Smarandache [12,13,14] introduces the plithogenic set as a generalization of crisp, fuzzy, 

intuitionistic fuzzy and neutrosophic sets. A plithogenic set is characterized by one or more parameters and each 

parameter may have several values. Shazia et al [34] constructed operators for plithogenic fuzzy whole hypersoft 

set and used it in multi attribute decision making technique. Abdel et al [22] proposed plithogenic TOPSIS-

CRIRIC model for sustainable supply chain risk management. Abdel et al [21] proposed a hybrid plithogenic 

decision making approach. Nivetha et al[29] used the extended plithogenic hypersoft sets with dual dominant 

attributes in Covid-19 decision making model. 

 

 Aggregation operators are mathematical functions that combines ‘n’ numerical values to a single value. 

The Heronian mean is a mean type aggregation technique, which is developed to deal with the exact numerical 

values. Dejian Yu [11] gave the geometric heronian mean and geometric weighted heronian mean operators for 

intuitionistic fuzzy numbers. Z.Li et al[41] studied generalized heronian mean operators under Pythagorean 

fuzzy environment.  

The paper is organized as follows. In Section 2, the basic definitions of the set and the heronian mean 

operator is given. In Section 3, Near Plithogenic Neutrosophic Hypersoft Number is defined and its operations 

laws are studied. In Section 4, the geometric Heronian mean operator for near plithogenic neutrosophic 

hypersoft numbers is proposed and its properties are discussed. In Section 5, the geometric weighted heronian 

mean operator for near plithogenic neutrosophic hypersoft numbers is introduced and its properties are studied. 

In Section 6, the developed approaches are verified with a numerical illustration. 

 

2. Preliminaries 

Definition 2.1[16] Let U be the Global (Universal) set of objects, A, B⊆U and Þ be the set of all functions 

representing object features (probe functions), D⊆ Þ. Sets A and B are said to be near if a єA, b єB and αi є D, 

1 ≤ α ≤n and a~{αi} b. 

Definition 2.2 [16] A nearness approximation space is a collection NAS= (U, Þ, ~Dq, Γq, ζΓq) where U represents 

the global set of objects, Þ denotes the probe functions, ~Dq is the similarity relation on Dq⊆ D⊆ Þ, Γq denotes 

the pile of partitions (collection of neighborhoods) and ζΓq denotes the neighborhood overlap function. 

The lower and upper near approximations of A with respect to NAS is given by, 

Γq(D)(A) = ⋃ [a]Dqa:[a]Dq⊆A  and 

Γq(D)̅̅ ̅̅ ̅̅ ̅̅ (A) = ⋃ [a]Dqa:[a]Dq∩A≠∅   respectively 

The boundary of A with respect to NAS is given by, BΓq(D)(A)=   Γq(D)̅̅ ̅̅ ̅̅ ̅̅ (A) - Γq(D)(A) 

If BΓq(D)(A)≥0, then A is a near set.[By Neighbourhoods Approximation Boundary Theorem]. 

Definition 2.3 [12] Let U be the global set of objects, P(U) the power set of U. Let n1, n2,…nm, m≥1 be the 

parameters whose values belong to the sets N1,N2,…Nm respectively and Ni ∩ Nj =∅, i ≠ j, i, j є{1,2,3,…n}. 

Then the set (F, N1xN2x…Nm) where F: N1xN2x…Nm ⟶ P(U) is the hypersoft set over U. 

Definition 2.4 [13,14] Let U be the universal set of objects, A⊆U and let n1,n2,…nm, m≥1 be the parameters, R 

be the range of values of the parameter and among the range of parameter values, there is a dominant attribute 

value d which is the most essential value that one is interested in. Also, let da be the degree of appurtenance of 

each parameter value to the set A and dc is the degree of contradiction between values of the parameter. 
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Then the tuple (A, nm, R, da, dc) is the plithogenic set. 

Definition 2.5  Let U be the universal set of objects, A⊆U and P(U) the power set of U. Let n1,n2,…nm, m≥1 be 

the parameters whose values belong to the sets N1,N2,…Nm respectively and Ni∩Nj =∅, i ≠ j, i, j є{1,2,3,…n}, 

R be the range of values of the parameter, da be the degree of appurtenance of each parameter value to the set 

A and dc be the degree of contradiction between values of the parameter.. Then the set (Fp, N1xN2x…Nm) where 

Fp: N1xN2x…Nm ⟶ P(U) is the plithogenic hypersoft set (PHs) over U. 

Definition 2.6 Let U be the universal set of objects, A⊆U, 𝛀 be a plithogenic hypersoft set whose degree of 

appurtenance of each parameter is a neutrosophic set over U and NAS= (U, Þ, ~Dq, Γq, ζΓq) be the nearness 

approximation space. The lower and upper near approximations of 𝛀 with respect to NAS is given by, 

Γ𝑞(𝐷)(Ω) = ⋃ [𝑎]𝐷𝑞𝑎:[𝑎]𝐷𝑞⊆𝛺   and 

Γ𝑞(𝐷)̅̅ ̅̅ ̅̅ ̅̅ (Ω)= ⋃ [𝑎]𝐷𝑞𝑎:[𝑎]𝐷𝑞∩𝛺≠∅  

respectively. The boundary of Ω with respect to NAS is given by, BΓq(𝐷)( Ω) =Γ𝑞(𝐷)̅̅ ̅̅ ̅̅ ̅̅ (Ω) - Γ𝑞(𝐷)(Ω). If 

Γ𝑞(𝐷)(Ω) ≠∅ and BΓq(D)(Ω)≥0, then Ω is a near plithogenic neutrosophic hypersoft set. 

Definition 2.7 [42] Let ai (i=1,2,…n) be a collection of non-negative numbers. If  

HM(a1,a2,…an) = 
2

𝑛(𝑛+1)
∑ ∑ √𝑎𝑖𝑎𝑗

𝑛
𝑗=𝑖

𝑛
𝑖=1  

then HM is called the heronian mean. 

Definition 2.8 [11] Let p,q ≥ 0 and p, q do not take the value 0 simultaneously and ai (i=1,2,…n) be a collection 

of non-negative numbers. If  

GHM𝑝,𝑞(a1,a2,…an) = 
1

𝑝+𝑞
 (∏ (𝑝𝑎𝑖 + 𝑞𝑎𝑗)

2

𝑛(𝑛+1)𝑛
𝑖=1,𝑗=𝑖 ) 

then GHM is called the geometric heronian mean. 

 

3. Near Plithogenic Neutrosophic Hypersoft Numbers 

Definition 3.1 

For two Near Plithogenic Neutrosophic Hypersoft Numbers (NPNHsN) FK1
 and FK2

 some operational laws 

are given as follows, 

1. FK1 
  FK2

 = <(1 − 𝑐𝑖)[TFK1  + TFK2  −  TFK1   TFK2  , IFK1  IFK2   , FFK1  FFK2  ] + 𝑐𝑖[ TFK1  TFK2   , IFK1  + 

𝐼FK2  − 𝐼FK1   IFK2   , FFK1  + FFK2  − FFK1   𝐹FK2   ]> 

2. FK1
  FK2

 = <(1 − 𝑐𝑖)[TFK1   TFK2  , IFK1  + IFK2  − IFK1   IFK2  , FFK1  + FFK2  −  FFK1   FFK2  ] +𝑐𝑖[TFK1  + 

TFK2
 −  TFK1

  TFK2
 , 𝐼FK1

  IFK2
 , FFK1

  FFK2
  ] > 

3. λFK1
  = <(1 − 𝑐𝑖)[1-(1-TFK1

  )
λ, IFK1

  
λ, FFK1

  
λ] + 𝑐𝑖 [TFK1

  
λ, 1-(1-IFK1

  )
λ, 1-(1-FFK1

  )
λ ]>; λ>0 

4. FK1
 λ = <(1 − 𝑐𝑖)[TFK1   

λ, 1-(1-IFK1   )
λ , 1-(1-FFK1  )

λ] + 𝑐𝑖 [1 − (1 − TFK1   )
λ

,  IFK1   
λ, FFK1   

λ ]>; λ>0 

Definition 3.2 

Let FKi
 = al[(Tα1

, Iα1
, Fα1

), (Tα2
, Iα2

, Fα2
),… (Tαn

, Iαn
, Fαn

)]  be a NPNHsN, then the score function is 

defined as  

S(FKi
 ) = 

1

3
(2 +

∑ TFKi
 

n
i=1

n
−  

∑ IFKi
 

n
i=1

n
−

∑ FFKi
 

n
i=1

n
) 

Definition 3.3 

The accuracy function of a NPNHsN, FKi
  = al[(Tα1

, Iα1
, Fα1

), (Tα2
, Iα2

, Fα2
),… (Tαn

, Iαn
, Fαn

)]  is defined 

as, 
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H(Fk) = 
∑ TFKi

 
n
i=1

n
−  

∑ FFKi
 

n
i=1

n
 

Definition 3.4 

Based on the score function and accuracy function, the order relation on two NPNHsNs FK1
and FK2

are 

defined as, 

I. If S(FK1
) < S(FK2

), then FK1
< FK2

 

II. If S(FK1
) > S(FK2

), then FK1
> FK2

 

III. If S(FK1
) = S(FK2

), then  

 

 

4. Near Plithogenic Neutrosophic Hypersoft Geometric Heronian Mean 

Definition 4.1 

Let FKi
 be a collection of NPNHsNs, then  

NPNHsGHM u,v (FK1
, FK2

, … FKn
) = 

1

u+v
 (i=1,j=i

n
 (uFKi

+ vFKj
)2/n(n+1))  

Theorem 4.2 

The aggregated value by using NPNHsGHM is also a NPNHsN, where 

 

NPNHsGHM u,v (FK1
, FK2

, … FKn
)= 

 

Proof  

From the definition (3.1) of the operational laws, 

uFKi
=  (1 −  𝑐𝑖)[1 − (1 − TFKi

 )
u , IFKi

 
u, FFKi

 
u] + 𝑐𝑖[TFKi

 
u, 1 − (1 − IFKi

 )
u

, 1 − (1 − FFKi
 )

u] …...(1) 

vFKj
=  (1 −  𝑐𝑖)(1 − (1 − TFKj

 )
v , IFKj

 
v, FFKj

 
𝑣) + 𝑐𝑖[TFKj

 
𝑣 , 1 − (1 − IFKj

 )
v

, 1 − (1 − FFKj
 )

v]……(2) 

uFKi
  vFKj

 = (1 −  𝑐𝑖) [1 − (1 − TFKi
 )

u(1 − TFKj
 )

v, IFKi
 
uIFKj

 
v, FFKi

 
uFFKj

 
v] + 𝑐𝑖[TFKi

 
u𝑇FKj

 
v, 1 −

(1 − IFKi
 )

u
(1 − IFKj

 )
v

, 1 − (1 − FFKi
 )

u(1 − 𝐹FKj
 )

v] …….(3) 

i. If H(𝐹𝐾1
) < H(𝐹𝐾2

), then 𝐹𝐾1
< 𝐹𝐾2

 

ii. If H(𝐹𝐾1
) > H(𝐹𝐾2

), then 𝐹𝐾1
> 𝐹𝐾2

 

iii. If H(𝐹𝐾1
) = H(𝐹𝐾2

), then 𝐹𝐾1
~ 𝐹𝐾2

 

 

(1 - ci) [1-(1-∏ (1 − (1 − 𝑇𝐹𝐾𝑖
 )

𝑢𝑛
𝑖=1,𝑗=𝑖  (1 − 𝑇𝐹𝐾𝑗

 )
𝑣) 

2/n(n+1))1/u+v , (1-∏ (1 − 𝐼𝐹𝐾𝑖
 
𝑢𝑛

𝑖=1,𝑗=𝑖  𝐼𝐹𝐾𝑗
 
𝑣) 2/n(n+1))1/u+v, (1-

∏ (1 − 𝐹𝐹𝐾𝑖
 
𝑢𝑛

𝑖=1,𝑗=𝑖  𝐹𝐹𝐾𝑗
 
𝑣) 2/n(n+1))1/u+v ] +  

ci[(1-∏ (1 − 𝑇𝐹𝐾𝑖
 
𝑢𝑛

𝑖=1,𝑗=𝑖  𝑇𝐹𝐾𝑗
 
𝑣) 2/n(n+1))1/u+v 

, 1-(1-

∏ (1 − (1 − 𝐼𝐹𝐾𝑖
 )

𝑢𝑛
𝑖=1,𝑗=𝑖  (1 − 𝐼𝐹𝐾𝑗

 )
𝑣) 2/n(n+1))1/u+v

, 1-(1-

∏ (1 − (1 − 𝐹𝐹𝐾𝑖
 )

𝑢𝑛
𝑖=1,𝑗=𝑖  (1 − 𝐹𝐹𝐾𝑗

 )
𝑣) 2/n(n+1))1/u+v] …..(I) 
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Then, (uFKi
  vFKj

) 2/(n(n+1) = (1 −  𝑐𝑖) [ (1 − (1 − TFKi
 )

u(1 − TFKj
 )

v)2/(n(n+1), 1 − (1 −

IFKi
 
u IFKj

 
v)2/(n(n+1), 1 − (1 − FFKi

 
u FFKj

 
v)2/(n(n+1)] + 𝑐𝑖[1 − (1 − TFKi

 
u TFKj

 
v)

2/(n(n+1)
, (1 − (1 −

IFKi
 )

u (1 − IFKj
 )

v
)2/(n(n+1), (1 − (1 − FFKi

 )
u(1 − FFKj

 )
v)2/(n(n+1)] …….(4) 

i=1,j=i
n

 (uFKi
  vFKj

) 2/(n(n+1) = (1 − 𝑐𝑖)(∏ (1 − (1 − TFKi
 )

u(1 − TFKj
 )

v)2/n(n+1)n
i=1,j=i  , 1 −

∏ (1 − IFKi
 
uIFKj

 
v)2/n(n+1)n

i=1,j=i  , 1 − ∏ (1 − FFKi
 
uFFKj

 
v)2/n(n+1)n

i=1,j=i  ) + 𝑐𝑖[1 − ∏ (1 −n
i=1,j=i

TFKi
 
uTFKj

 
v)

2

n(n+1) , ∏ (1 − (1 − IFKi
 )

u (1 − IFKj
 )

v
)

2

n(n+1)n
i=1,j=i , ∏ (1 − (1 − FFKi

 )
u(1 −n

i=1,j=i

FFKj
 )

v)2/n(n+1) ] ……..(5) 

Then NPNHsGHMu,v (FK1
, FK2

, … FKn
)  =      

1

u+v
 (i=1,j=i

n
 (uFKi

+ vFKj
)2/n(n+1))                                                                                                               

                                                             

                                                                = 

which completes the proof of the theorem.  

 

Theorem 4.3 (Idempotency) 

If all FKi
 , i = 1,2, … , n are equal, i.e., FKi

 = Fk = al[(Tα1
, Iα1

, Fα1
), (Tα2

, Iα2
, Fα2

),… (Tαn
, Iαn

, Fαn
)] for all i, 

l=1,2,…,n, u,v ≥ 0 and u, v do not take the value 0 simultaneously. Then, 

NPNHsGHM u,v (FK1
, FK2

, … FKn
) = NPNHsGHMu,v (FK, FK, … FK) = FK. 

Proof  

Since all FKi
 are equal, 

FKi
 = Fk = al [(𝑇𝛼1

, 𝐼𝛼1
, 𝐹𝛼1

), (𝑇𝛼2
, 𝐼𝛼2

, 𝐹𝛼2
),… (Tαn

, 𝐼𝛼𝑛
, 𝐹𝛼𝑛

)], ∀ i, then 

NPNHsGHM u,v (FK1
, FK2

, … FKn
) = NPNHsGHMu,v (FK, FK, … FK)  

                                          = 
1

u+v
 (i=1,j=i

n
 (uFK + vFK)2/n(n+1)) 

                                                    

                                          = 
1

u+v
 (i=1,j=i

n
 ((u+v)FK)2/n(n+1) 

                                                      

                                                       = 
1

u+v
 ((u+v)FK)2/n(n+1)/ (2/n(n+1)) 

(1 - ci) [1-(1-∏ (1 − (1 − 𝑇𝐹𝐾𝑖
 )

𝑢𝑛
𝑖=1,𝑗=𝑖  (1 − 𝑇𝐹𝐾𝑗

 )
𝑣) 

2/n(n+1))1/u+v , (1-∏ (1 − 𝐼𝐹𝐾𝑖
 
𝑢𝑛

𝑖=1,𝑗=𝑖  𝐼𝐹𝐾𝑗
 
𝑣) 2/n(n+1))1/u+v, 

(1-∏ (1 − 𝐹𝐹𝐾𝑖
 
𝑢𝑛

𝑖=1,𝑗=𝑖  𝐹𝐹𝐾𝑗
 
𝑣) 2/n(n+1))1/u+v ] +  

ci[(1-∏ (1 − 𝑇𝐹𝐾𝑖
 
𝑢𝑛

𝑖=1,𝑗=𝑖  𝑇𝐹𝐾𝑗
 
𝑣) 2/n(n+1))1/u+v 

, 1-(1-

∏ (1 − (1 − 𝐼𝐹𝐾𝑖
 )

𝑢𝑛
𝑖=1,𝑗=𝑖  (1 − 𝐼𝐹𝐾𝑗

 )
𝑣) 2/n(n+1))1/u+v

, 1-

(1-∏ (1 − (1 − 𝐹𝐹𝐾𝑖
 )

𝑢𝑛
𝑖=1,𝑗=𝑖  (1 − 𝐹𝐹𝐾𝑗

 )
𝑣) 

2/n(n+1))1/u+v] 
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                                                                                  = FK
 

 

Theorem 4.4 (Monotonicity) 

Let u,v ≥ 0 and u, v do not take the value 0 simultaneously, FKi
  = al[(Tα1

, Iα1
, Fα1

), (Tα2
, Iα2

, Fα2
),… (Tαn

, 

Iαn
, Fαn

)] and GKi
 = bl[(Tβ1

, Iβ1
, Fβ1

), (Tβ2
, Iβ2

, Fβ2
),… (Tβn

, Iβn
, Fβn

)] be two collections of NPNHsNs . If 

TFKi
 ≤  TGKi

 , IFKi
 ≥  IGKi

 , FFKi
 ≥  FGKi

 , then 

NPNHsGHMu,v (FK1
, FK2

, … FKn
) = NPNHsGHMu,v (GK1

, GK2
, … GKn

)  

Proof 

Since TFKi
 ≤  TGKi

 , IFKi
 ≥  IGKi

 , FFKi
 ≥  FGKi

 , ∀ i, then 

(1 − TFKi
 )

u(1 − TFKj
 )

v ≥ (1 − TGKi
 )

u(1 − TGKj
 )

v , IFKi
 
uIFKj

 
v  ≥  IGKi

 
uIGKj

 
v, and FFKi

 
uFFKj

 
v  ≥

 FGKi
 
uFGKj

 
v …….(6) 

From (6) 

1-(1 − TFKi
 )

u(1 − TFKj
 )

v ≤ (1 − TGKi
 )

u(1 − TGKj
 )

v , 1 − IFKi
 
uIFKj

 
v  ≤  1 − IGKi

 
uIGKj

 
v, and 1 −

FFKi
 
uFFKj

 
v  ≤  1 − FGKi

 
uFGKj

 
v …….(7) 

∏ (1 − (1 − TFKi
 )

u (1 − TFKj
 )

v
)

2

n(n+1)n
i=1,j=i  ≤ ∏ (1 − (1 − TGKi

 )
u (1 − TGKj

 )
v

)
2

n(n+1)n
i=1,j=i  , 

 ∏ (1 − IFKi
 
uIFKj

 
v)

2

n(n+1)n
i=1,j=i  ≤ ∏ (1 − IGKi

 
uIGKj

 
v)

2

n(n+1)n
i=1,j=i  and 

∏ (1 − FFKi
 
uFFKj

 
v)

2

n(n+1)n
i=1,j=i  ≤ ∏ (1 − FGKi

 
uFGKj

 
v)

2

n(n+1)n
i=1,j=i  ……(8) 

(1 − ∏ (1 − (1 − TFKi
 )

u (1 − TFKj
 )

v
)

2

n(n+1)n
i=1,j=i )

1

u+v  ≥ (1 − ∏ (1 − (1 − TGKi
 )

u (1 −n
i=1,j=i

TGKj
 )

v
)

2

n(n+1) )
1

u+v, 

(1 − ∏ (1 − IFKi
 
uIFKj

 
v)

2

n(n+1)n
i=1,j=i )

1

u+v ≤ (1 − ∏ (1 − IGKi
 
uIGKj

 
v)

2

n(n+1))n
i=1,j=i

1

u+v

 and 

 

(1 − ∏ (1 − FFKi
 
uFFKj

 
v)

2

n(n+1)n
i=1,j=i  )

1

u+v≤  (1 − ∏ (1 − FGKi
 
uFGKj

 
v)

2

n(n+1)n
i=1,j=i )

1

u+v           ……(9) 

Also, 

1 − (1 − ∏ (1 − (1 − TFKi
 )

u (1 − TFKj
 )

v
)

2

n(n+1)n
i=1,j=i )

1

u+v  ≥ 1 − (1 − ∏ (1 − (1 − TGKi
 )

u (1 −n
i=1,j=i

TGKj
 )

v
)

2

n(n+1) )
1

u+v, 

(1 − ∏ (1 − IFKi
 
uIFKj

 
v)

2

n(n+1)n
i=1,j=i )

1

u+v ≤ (1 − ∏ (1 − IGKi
 
uIGKj

 
v)

2

n(n+1))n
i=1,j=i

1

u+v

 and 

(1 − ∏ (1 − FFKi
 
uFFKj

 
v)

2

n(n+1)n
i=1,j=i  )

1

u+v≤  (1 − ∏ (1 − FGKi
 
uFGKj

 
v)

2

n(n+1)n
i=1,j=i )

1

u+v           ……(10) 

(1 - ci)[1-(1 − ∏ (1 − (1 − TFKi
 )

u (1 − TFKj
 )

v
)

2

n(n+1)n
i=1,j=i )

1

u+v  , (1 − ∏ (1 − IFKi
 
uIFKj

 
v)

2

n(n+1)n
i=1,j=i )

1

u+v , 

(1 − ∏ (1 − FFKi
 
uFFKj

 
v)

2

n(n+1)n
i=1,j=i  )

1

u+v ] ≤ (1 - ci)[1- (1 − ∏ (1 − (1 − TGKi
 )

u (1 −n
i=1,j=i
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TGKj
 )

v
)

2

n(n+1) )
1

u+v, (1 − ∏ (1 − IGKi
 
uIGKj

 
v)

2

n(n+1))n
i=1,j=i

1

u+v

 , (1 − ∏ (1 − FGKi
 
uFGKj

 
v)

2

n(n+1)n
i=1,j=i )

1

u+v ]  

……(11) 

Similarly, we can prove, 

ci [(1 − ∏ (1 − TFKi
 
uTFKj

 
v)

2

n(n+1)n
i=1,j=i  )

1

u+v , 1-(1 − ∏ (1 − (1 − IFKi
 )

u (1 − IFKj
 )

v
)

2

n(n+1)n
i=1,j=i )

1

u+v   , , 1 −

(1 − ∏ (1 − (1 − FFKi
 )

u (1 − 𝐹FKj
 )

v
)

2

n(n+1)n
i=1,j=i )

1

u+v   ] ≤  ci [(1 − ∏ (1 − TGKi
 
uTGKj

 
v)

2

n(n+1)n
i=1,j=i )

1

u+v, 1- 

(1 − ∏ (1 − (1 − 𝐼GKi
 )

u (1 − IGKj
 )

v
)

2

n(n+1)n
i=1,j=i  )

1

u+v, 1- (1 − ∏ (1 − (1 − FGKi
 )

u (1 −n
i=1,j=i

FGKj
 )

v
)

2

n(n+1) )
1

u+v ]  ……(12) 

 

Theorem 4.5 (Permutation) 

Let FKi
  = al[(Tα1

, Iα1
, Fα1

), (Tα2
, Iα2

, Fα2
),… (Tαn

, Iαn
, Fαn

)]  be a collection of NPNHsNs, then, 

NPNHsGHMu,v (FK1
, FK2

, … FKn
) = NPNHsGHMu,v (FK1

̇ , FK2
̇ , … FKn

̇ ) where (FK1
̇ , FK2

̇ , … FKn
̇ ) is any 

permutation of (FK1
, FK2

, … FKn
). 

Proof 

Since (FK1
̇ , FK2

̇ , … FKn
̇ ) is any permutation of (FK1

, FK2
, … FKn

),  

NPNHsGHM u,v (FK1
, FK2

, … FKn
)  = 

1

u+v
 (i=1,j=i

n
 (uFKi

+ vFKj
)2/n(n+1)) 

                                                       = 
1

u+v
 (i=1,j=i

n
 (uFKi

̇ + vFKj
̇ )2/n(n+1)) 

                                                       = NPNHsGHM u,v (FK1
̇ , FK2

̇ , … FKn
̇ ) 

Theorem 4.6 (Boundary) 

Let FKi
  = al[(Tα1

, Iα1
, Fα1

), (Tα2
, Iα2

, Fα2
),… (Tαn

, Iαn
, Fαn

)]  be a collection of NPNHsNs and  

FK
− = (

min
i

 {TFKi
 },

max
i

 {IFKi
 },

max
i

 {FFKi
 }) 

FK
+ = (

max
i

 {TFKi
 },

min
i

 {IFKi
 },

min
i

 {FFKi
 }) 

Then FK
− ≤ NPNHsGHMu,v (FK1

, FK2
, … FKn

) ≤ FK
+ which can be obtained by monotonicity. 

By imposing different values to u and v, some special cases of NPNHsGHM is obtained. 

 

Case 1: If u=v=
1

2
, then NPNHsGHM reduces to  

NPNHsGHM
1

2
,
1

2 (FK1
, FK2

, … FKn
) = (1 - ci) [ ∏ (1 − √(1 − TFK𝑖

 ) (1 − TFKj
 ) ) 

2

n(n+1)) ,n
i=1,j=i  1 −

∏  (1 − √IFKi
 IFKj

   )
2

n(n+1)n
i=1,j=i  

, 1 − ∏ (1 − √FFKi
 FFKj

 )  
2

n(n+1)n
i=1,j=i  ] + ci[ 1 − ∏ (1 − √TFKi

 TFKj
 )  

2

n(n+1)n
i=1,j=i , ∏ (1 −n

i=1,j=i

√(1 − IFKi
 ) (1 − IFKj

 ) ) 
2

n(n+1)) , ∏ (1 − √(1 − FFKi
 ) (1 − FFKj

 ) ) 
2

n(n+1))  n
i=1,j=i ]  ] 

 

Case 2: If v→0, then  
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lim
𝑣→0

NPNHsGHMu,v (FK1
, FK2

, … FKn
) =   

1

𝑢
 (∑ (uFKi

)
1

𝑛𝑛
𝑖=1 ) 

                                                  

                                                 = 

          

 

 

 

 

 

 

 

Case 3: If u=1 and v→0, then 

NPNHsGHM1,0(FK1
, FK2

, … FKn
)

=  ∑(FKi
)

1
𝑛

𝑛

𝑖=1

 

                                                      = (1-𝑐𝑖)[ ∏ TFKi
 

1

𝑛𝑛
𝑖=1 , 1 − ∏ IFKi

 

1

𝑛𝑛
𝑖=1 , 1 −

                                                                 ∏ FFKi
 

1

𝑛𝑛
𝑖=1 ) ] + 𝑐𝑖[1 −

                                                                 ∏ TFKi
 

1

𝑛𝑛
𝑖=1 , ∏ 𝐼FKi

 

1

𝑛𝑛
𝑖=1 , ∏ FFKi

 

1

𝑛𝑛
𝑖=1 ] 

 

5.  Near Plithogenic Neutrosophic Hypersoft Geometric Weighted Heronian Mean  

Definition 5.1 

Let FKi
 be a collection of NPNHsNs, w = (w1,w2,…,wn)T is the weight vector of FKi

  where wi indicates the 

importance degree of FKi
 satisfying wi≥0 , i=1,2,…n and ∑ 𝑤𝑖

𝑛
𝑖=1 = 1. Then, 

NPNHsGWHM𝑤
𝑢,𝑣

(𝐹𝐾1
, 𝐹𝐾2

, … 𝐹𝐾𝑛
) = 

1

𝑢+𝑣
 (𝑖=1,𝑗=𝑖

𝑛
 ((u𝐹𝐾𝑖

)𝑤𝑖(𝑣𝐹𝐾𝑗)
𝑤𝑖)2/n(n+1) 

 

Theorem 5.2  

The aggregated value by using NPNHsGWHM is also a NPNHsN, where 

 

NPNHsGWHM𝑤
𝑢,𝑣

 (𝐹𝐾1
, 𝐹𝐾2

, … 𝐹𝐾𝑛
) =  

 

 

 

 

 

 

 

                                                                                                                                         

……(II) 

 

(1-𝑐𝑖) [(1-(1-∏ (1 − (1 − 𝑇𝐹𝐾𝑖
 
𝑤𝑖)𝑢𝑛

𝑖=1,𝑗=𝑖  ((1 −

𝑇𝐹𝐾𝑗
 
𝑤𝑗)𝑣) 2/n(n+1))1/u+v , (1-∏ (1 − (1 − (1 −𝑛

𝑖=1,𝑗=𝑖

𝐼𝐹𝐾𝑖
 )

𝑤𝑖

)𝑢 (1 − (1 − 𝐼𝐹𝐾𝑗
 )

𝑤𝑗)𝑣) 2/n(n+1))1/u+v, (1-

∏ (1 − (1 − (1 − 𝐹𝐹𝐾𝑖
 )

𝑤𝑖

)𝑢𝑛
𝑖=1,𝑗=𝑖  (1 − (1 − 𝐹𝐹𝐾𝑗

 )
𝑤𝑗)𝑣) 

2/n(n+1))1/u+v] + 𝑐𝑖 [(1-∏ (1 − (1 − (1 − 𝑇𝐹𝐾𝑖
 )

𝑤𝑖

)𝑢𝑛
𝑖=1,𝑗=𝑖  

(1 − (1 − 𝑇𝐹𝐾𝑗
 )

𝑤𝑗)𝑣) 2/n(n+1))1/u+v , (1-(1-∏ (1 −𝑛
𝑖=1,𝑗=𝑖

(1 − 𝐼𝐹𝐾𝑖
 
𝑤𝑖)𝑢 ((1 − 𝐼𝐹𝐾𝑗

 
𝑤𝑗)𝑣) 2/n(n+1))1/u+v, (1-(1-

∏ (1 − (1 − 𝐹𝐹𝐾𝑖
 
𝑤𝑖)𝑢𝑛

𝑖=1,𝑗=𝑖  ((1 − 𝐹𝐹𝐾𝑗
 
𝑤𝑗)𝑣) 2/n(n+1))1/u+v]                                                                                                                

(1-𝑐𝑖)[(1-(1 − ∏ (1 − (1 − TFKi
 )

u)
1

nn
i=1 )

1

u  , (1 −

 ∏ (1 − IFKi
 
u)

1

nn
i=1 )

1

u , (1 − ∏ (1 − FFKi
 
u)

1

nn
i=1  )

1

u) + 

𝑐𝑖[(1 − ∏ (1 − TFKi
 
u)

1

nn
i=1  )

1

u), (1-(1 − ∏ (1 −n
i=1

(1 − IFKi
 )

u)
1

n)
1

u, (1 − (1 − ∏ (1 − (1 −n
i=1

FFKi
 )

u)
1

n)
1

u ] 
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Proof                                                                                                                     

From the definition (3.1) of the operational laws, 

uFKi
=  (1 − 𝑐𝑖)[(1 − (1 − TFKi

 )
u , IFKi

 
u, FFKi

 
u)] + 𝑐𝑖[TFKi

 
u, (1 − (1 − IFKi

 )
u

 , (1 − (1 − FFKi
 )

u  ] 

……(13) 

vFKj
=  (1 − 𝑐𝑖)[(1 − (1 − TFKj

 )
v , IFKj

 
v, FFKj

 
v)]+ 𝑐𝑖[TFKj

 
v, (1 − (1 − IFKj

 )
v

, (1 − (1 − FFKj
 )

v ]…….(14) 

(uFKi
)𝑤𝑖 =  (1 − 𝑐𝑖)[(1 − (1 − TFKi

 
𝑤𝑖)u , (1-(1-IFKi

 )
𝑤𝑖)u, (1-(1-FFKi

 )
𝑤𝑖)u)] +𝑐𝑖[(1 − (1 −

TFKi
 )

𝑤𝑖)u) , (1 − (1 − 𝐼FKi
 
𝑤𝑖)

u
, (1 − (1 − FFKi

 
𝑤𝑖)

u
 ]……(15) 

(vFKj
)𝑤𝑗 =  (1 − 𝑐𝑖)[(1 − (1 − TFKj

 
𝑤𝑗)v , (1-(1-IFKj

 )
𝑤𝑗)v, (1-(1-FFKj

 )
𝑤𝑗)v)] +𝑐𝑖[(1-(1-TFKj

 )
𝑤𝑗)v), 

(1 − (1 − IFKj
 
𝑤𝑗)v , (1 − (1 − FFKj

 
𝑤𝑗)v  ] ……(16) 

(uFKi
)𝑤𝑖 (vFKj

)𝑤𝑗= (1 − 𝑐𝑖) [( 1 − (1 − TFKi
 
𝑤𝑖)u(1 − TFKj

 
𝑤𝑗)v, (1-(1-IFKi

 )
𝑤𝑖)u(1 − (1 − IFKj

 )
𝑤𝑗)v, 

(1 − (1 − FFKi
 )

𝑤𝑖)u)(1 − (1 − FFKj
 )

𝑤𝑗)v)) ]+𝑐𝑖 [(1 − (1 − TFKi
 )

𝑤𝑖)u)(1 − (1 − TFKj
 )

𝑤𝑗)v)), ( 

1 − (1 − IFKi
 
𝑤𝑖)u(1 − IFKj

 
𝑤𝑗)v, ( 1 − (1 − FFKi

 
𝑤𝑖)u(1 − FFKj

 
𝑤𝑗)v ] …. (17) 

Then, ((uFKi
)𝑤𝑖 (vFKj

)𝑤𝑗) 2/(n(n+1) = (1 − 𝑐𝑖) [ (1 − (1 − TFKi
 
𝑤𝑖)u(1 − TFKj

 
𝑤𝑗)v)2/(n(n+1), 

1 − (1 − (1 − (1 − IFKi
 )

𝑤𝑖)u(1 − (1 − IFKj
 )

𝑤𝑗)v)2/(n(n+1), 1 − (1 − (1 − (1 − FFKi
 )

𝑤𝑖)u(1 − (1 −

FFKj
 )

𝑤𝑗)v)2/(n(n+1)] +𝑐𝑖 [1 − (1 − (1 − (1 − TFKi
 )

𝑤𝑖)u(1 − (1 − TFKj
 )

𝑤𝑗)v)2/(n(n+1), (1 − (1 −

IFKi
 
𝑤𝑖)u(1 − IFKj

 
𝑤𝑗)v)2/(n(n+1), (1 − (1 − FFKi

 
𝑤𝑖)u(1 − 𝐹FKj

 
𝑤𝑗)v)2/(n(n+1)]……..(18) 

i=1,j=i
n

 ((uFKi
)𝑤𝑖 (vFKj

)𝑤𝑗) 2/(n(n+1) = (1 − 𝑐𝑖) [  ∏ (1 − (1 − TFKi
 
𝑤𝑖)u(1 − TFKj

 
𝑤𝑗)v)2/n(n+1)n

i=1,j=i  , 1-

∏ (1 − (1 − (1 − IFKi
 )

𝑤𝑖)u(1 − (1 − IFKj
 )

𝑤𝑗)v)2/n(n+1)n
i=1,j=i , 1-∏ (1 − (1 − (1 − FFKi

 )
𝑤𝑖)u(1 −n

i=1,j=i

(1 − FFKj
 )

𝑤𝑗)v)2/n(n+1)] +𝑐𝑖[1-∏ (1 − (1 − (1 − TFKi
 )

𝑤𝑖)u(1 − (1 −n
i=1,j=i

𝑇FKj
 )

𝑤𝑗)v)2/n(n+1) , ∏ (1 − (1 −n
i=1,j=i

IFKi
 
𝑤𝑖)u(1 − IFKj

 
𝑤𝑗)v)2/n(n+1) , ∏ (1 −n

i=1,j=i

(1 − 𝐹FKi
 
𝑤𝑖)u(1 − FFKj

 
𝑤𝑗)v)2/n(n+1)]……..(19) 

 

Then NPNHsGWHM𝑤
𝑢,𝑣

 (FK1
, FK2

, … FKn
)  =    

 

 

 

 

 

                                                                    

 

 

 

 

 

(1-𝑐𝑖) [(1-(1-∏ (1 − (1 − 𝑇𝐹𝐾𝑖
 
𝑤𝑖)𝑢𝑛

𝑖=1,𝑗=𝑖  

((1 − 𝑇𝐹𝐾𝑗
 
𝑤𝑗)𝑣) 2/n(n+1))1/u+v , (1-∏ (1 −𝑛

𝑖=1,𝑗=𝑖

(1 − (1 − 𝐼𝐹𝐾𝑖
 )

𝑤𝑖

)𝑢 (1 − (1 − 𝐼𝐹𝐾𝑗
 )

𝑤𝑗)𝑣) 

2/n(n+1))1/u+v, (1-∏ (1 − (1 − (1 − 𝐹𝐹𝐾𝑖
 )

𝑤𝑖

)𝑢𝑛
𝑖=1,𝑗=𝑖  

(1 − (1 − 𝐹𝐹𝐾𝑗
 )

𝑤𝑗)𝑣) 2/n(n+1))1/u+v] + 𝑐𝑖 [(1-

∏ (1 − (1 − (1 − 𝑇𝐹𝐾𝑖
 )

𝑤𝑖

)𝑢𝑛
𝑖=1,𝑗=𝑖  (1 − (1 −

𝑇𝐹𝐾𝑗
 )

𝑤𝑗)𝑣) 2/n(n+1))1/u+v , (1-(1-∏ (1 − (1 −𝑛
𝑖=1,𝑗=𝑖

𝐼𝐹𝐾𝑖
 
𝑤𝑖)𝑢 ((1 − 𝐼𝐹𝐾𝑗

 
𝑤𝑗)𝑣) 2/n(n+1))1/u+v, (1-(1-

∏ (1 − (1 − 𝐹𝐹𝐾𝑖
 
𝑤𝑖)𝑢𝑛

𝑖=1,𝑗=𝑖  ((1 − 𝐹𝐹𝐾𝑗
 
𝑤𝑗)𝑣) 

2/n(n+1))1/u+v] 
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Theorem 5.3 (Idempotency) 

If all FKi
 , i = 1,2, … , n are equal, i.e., FKi

 = Fk = al[(Tα1
, Iα1

, Fα1
), (Tα2

, Iα2
, Fα2

),… (Tαn
, Iαn

, Fαn
)]  for all i, 

l=1,2,..n, u,v ≥ 0 and u, v do not take the value 0 simultaneously and w=(w1,w2,…,wn)T is the weight vector of  

𝐹𝐾𝑖
 where wi indicates the importance degree of 𝐹𝐾𝑖

 satisfying wi≥0 , i=1,2,…n and ∑ 𝑤𝑖
𝑛
𝑖=1 = 1. Then, 

NPNHsGWHM𝑤
𝑢,𝑣

 (𝐹𝐾1
, 𝐹𝐾2

, … 𝐹𝐾𝑛
) = NPNHsGWHM𝑤

𝑢,𝑣
 (𝐹𝐾 , 𝐹𝐾 , … 𝐹𝐾) = FK. 

Theorem 5.4 (Monotonicity) 

Let u,v ≥ 0 and u, v do not take the value 0 simultaneously, FKi
  = al[(Tα1

, Iα1
, Fα1

), (Tα2
, Iα2

, Fα2
),… (Tαn

, 

Iαn
, Fαn

)]  and GKi
 = bl[(Tβ1

, Iβ1
, Fβ1

), (Tβ2
, Iβ2

, Fβ2
),… (Tβn

, Iβn
, Fβn

)] be the collection of NPNHsNs . If 

TFKi
 ≤  TGKi

 , IFKi
 ≥  IGKi

 , FFKi
 ≥  FGKi

 , then 

NPNHsGWHM𝑤
𝑢,𝑣

 (𝐹𝐾1
, 𝐹𝐾2

, … 𝐹𝐾𝑛
) ≤ NPNHsGWHM𝑤

𝑢,𝑣
 (𝐺𝐾1

, 𝐺𝐾2
, … 𝐺𝐾𝑛

) 

Theorem 5.5 (Permutation) 

Let FKi
  = al[(Tα1

, Iα1
, Fα1

), (Tα2
, Iα2

, Fα2
),… (Tαn

, Iαn
, Fαn

)]  be a collection of NPNHsNs, then, 

NPNHsGWHM𝑤
𝑢,𝑣

 (𝐹𝐾1
, 𝐹𝐾2

, … 𝐹𝐾𝑛
) = NPNHsGWHM𝑤

𝑢,𝑣
 (𝐹𝐾1

̇ , 𝐹𝐾2
̇ , … 𝐹𝐾𝑛

̇ ) where (𝐹𝐾1
̇ , 𝐹𝐾2

̇ , … 𝐹𝐾𝑛
̇ ) is any 

permutation of (𝐹𝐾1
, 𝐹𝐾2

, … 𝐹𝐾𝑛
). 

Theorem 5.6 (Boundary) 

Let FKi
  = al[(Tα1

, Iα1
, Fα1

), (Tα2
, Iα2

, Fα2
),… (Tαn

, Iαn
, Fαn

)]  be a collection of NPNHsNs and  

FK
− = (

min
i

 {TFKi
 },

max
i

 {IFKi
 },

max
i

 {FFKi
 }) 

FK
+ = (

max
i

 {TFKi
 },

min
i

 {IFKi
 },

min
i

 {FFKi
 }) 

Then 𝐹𝐾
− ≤ NPNHsGWHM𝑤

𝑢,𝑣  (𝐹𝐾1
, 𝐹𝐾2

, … 𝐹𝐾𝑛
) ≤ 𝐹𝐾

+ which can be obtained by monotonicity. 

 

6. Models for MADM with Near Plithogenic Neutrosophic Hypersoft numbers  

In this section we propose the model for MADM with NPNHsNs based on NPNHsGHM (NPNHsGWHM) 

operator. Let A={A1,A2,…,Am} be the set of alternatives and E=E1,E2,…,En be the set of attributes and each 

attributes have their attribute values (α1, α2, α3,… , αn), wi=(w1,w2,…,wn) be the weight vector of the (α1, α2, 

α3,… , αn) where wi≥0 , i=1,2,…n and ∑ 𝑤𝑖
𝑛
𝑖=1 = 1. The decision matrix is obtained as D= (fkij

)mxn
. The steps 

of the decision making based on NPNHsNs are given as follows: 

6.1 Algorithm 

Step 1 The Decision Makers take their analysis of each alternative based on assumed criteria. The values are 

taken in the form of matrix. 

Step 2 Calculate the NPNHsGHM NPNHsGWHM) of alternatives using (I) and (II)  

Step 3 Calculate the scores to rank the alternatives. If there is no difference between two scores, then the 

accuracy function must be calculated and then the alternatives are ranked accordingly. 

Step 4 Rank all the alternatives and select the best alternative. 

Step 5 End 
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6.2 Numerical Illustration 

 

Using the developed approaches, we illustrate an example for supplier selection. 

A company wants to select an appropriate supplier according to their requirements. A group of three decision 

makers D1, D2 and D3 will judge the suppliers A1, A2 and A3 on the basis of certain parameters E={Production 

cost, Production quality, Service} and their corresponding attribute values {High, Reasonable, Low}, {1st 

class, 2nd class, 3rd class} and {Very good, Good, Medium, Poor}. Here the attributes (High,1st class, Very 

good), (Reasonable, 2nd class, Good) (Low, 2nd class, Good) are considered and the values are given in terms 

of near plithogenic neutrosophic numbers. 

 

 (e1,e4,e7) (e2,e5,e8) (e3,e5,e8) 

A1 (0.5,0.6,0.3) (0.7,0.3,0.7) 

(0.9,0.4,0.7) 

(0.4,0.5,0.7) (0.5,0.6,0.2) 

(0.4,0.3,0.1) 

(0.5,0.6,0.9) (0.5,0.6,0.9) 

(0.4,0.3,0.1) 

A2 (0.3,0.2,0.7) (0.2,0.3,0.8) 

(0.5,0.6,0.9) 

(0.1,0.2,0.3) (0.7,0.5,0.4) 

(0.8,0.2,0.1) 

(0.3,0.5,0.7) (0.7,0.5,0.4) 

(0.8,0.2,0.1) 

A3 (0.7,0.3,0.6) (0.7,0.8,0.7) 

(0.7,0.3,0.2) 

(0.9,0.8,0.6) (0.3,0.2,0.5) 

(0.8,0.6,0.3) 

(0.7,0.5,0.4) (0.3,0.2,0.5) 

(0.8,0.6,0.3) 

Table 1: Near Plithogenic neutrosophic values by Decision maker D1 

 

 (e1,e4,e7) (e2,e5,e8) (e3,e5,e8) 

A1 (0.7,0.2,0.1) (0.8,0.3,0.5) 

(0.8,0.6,0.2) 

(0.9,0.6,0.3) (0.7,0.5,0.1) 

(0.6,0.5,0.3) 

(0.7,0.5,0.2) (0.7,0.5,0.1) 

(0.6,0.5,0.3) 

A2 (0.8,0.6,0.9) (0.9,0.8,0.7) 

(0.7,0.6,0.5) 

(0.8,0.2,0) (0,1,1) (1,0,1) (1,1,0) (0,1,1) (1,0,1) 

A3 (0.2,0,0) (0.7,0.8,0.3) 

(0.4,0.3,0.2) 

(0.8,0,0.6) (0.8,0.2,0.1) 

(0.9,0.6,0.3) 

(0.1,0.2,0.1) (0.8,0.2,0.1) 

(0.9,0.6,0.3) 

Table 2: Near Plithogenic neutrosophic values by Decision maker D2 

 

 (e1,e4,e7) (e2,e5,e8) (e3,e5,e8) 

A1 (0.7,0.2,0.1) (0.8,0.3,0.5) 

(0.8,0.6,0.2) 

(0.1,0.2,0.7) (0.5,0.6,0.9) 

(0.4,0.3,0.1) 

(0.5,0.6,0.9) (0.5,0.6,0.9) 

(0.4,0.3,0.1) 

A2 (0.3,0.2,0.7) (0.2,0.3,0.6) 

(0.5,0.6,0.9) 

(0.8,0.2,0) (0,1,1) (1,0,1) (0.9,0.6,0.2) (0,1,1) (1,0,1) 

A3 (0.7,0.3,0.6) (0.7,0.8,0.7) 

(0.7,0.3,0.2) 

(0.7,0.5,0.3) (0.8,0.2,0.1) 

(0.9,0.6,0.3) 

(0.1,0.2,0.1) (0.8,0.2,0.1) 

(0.9,0.6,0.3) 

Table 3: Near Plithogenic neutrosophic values by Decision maker D3 

 

 

 (e1,e4,e7) (e2,e5,e8) (e3,e5,e8) 

A1 (0.7236,0.2905,0.1376) 

(0.8299,0.2146,0.4339) 

(0.8766,0.4039,0.1234) 

(0.4548,0.3483,0.4625) 

(0.6748,0.4229,0.4986) 

(0.5961,0.2764,0.1376) 

(0.6748,0.4229,0.4973) 

(0.6748,0.4229,0.6532) 

(0.5961,0.2764,0.1376) 
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A2 (0.5451,0.2905,0.4504) 

(0.452,0.4278,0.5484) 

(0.6748,0.4476,0.6728) 

(0.4975,0.1423,0.1249) 

(0.8751,0.2166,0.1694) 

(0.9175,0.0825,0.0412) 

(0.6715,0.3396,0.3354) 

(0.8751,0.2166,0.1694) 

(0.9175,0.0825,0.0412) 

A3 (0.5722,0.1759,0.3721) 

(0.7854,0.633,0.4625) 

(0.6829,0.2146,0.1423) 

(0.8452,0.4432,0.3897) 

(0.6557,0.1423,0.2239) 

(0.8991,0.4476,0.2147) 

(0.3407,0.2446,0.1789) 

(0.6557,0.1423,0.2239) 

(0.8991,0.4476,0.2147) 

Table 4: Aggregated value of the suppliers by NPNHsGHM operators 

 

 (e1,e4,e7) (e2,e5,e8) (e3,e5,e8) 

A1 (0.7536,0.3012,0.1570) 

(0.8320,0.2017,0.4379) 

(0.8965,0.4506,0.1107) 

(0.4735,0.3824,0.2456) 

(0.7245,0.4362,0.3956) 

(0.5793,0.2468,0.1401) 

(0.6748,0.4229,0.4973) 

(0.6748,0.4229,0.6532) 

(0.6200,0.1905,0.1420) 

A2 (0.5456,0.2935,0.4602) 

(0.4525,0.5201,0.5735) 

(0.7829,0.4103,0.6792) 

(0.5375,0.1379,0.1239) 

(0.8556,0.2563,0.1664) 

(0.9279,0.133,0.0679) 

(0.6735,0.3379,0.3279) 

(0.8889,0.2264,0.1735) 

(0.9245,0.0756,0.0352) 

A3 (0.5829,0.1689,0.2987) 

(0.7758,0.6533,0.4878) 

(0.6689,0.2285,0.1327) 

(0.8500,0.4567,0.7689) 

(0.6865,0.1346,0.2663) 

(0.8897,0.4457,0.2237) 

(0.3569,0.2457,0.1246) 

(0.6557,0.1423,0.2748) 

(0.8941,0.4476,0.2147) 

Table 5: Aggregated value of the suppliers by NPNHsGWHM operators 

 

 (e1,e4,e7) (e2,e5,e8) (e3,e5,e8) 

A1 0.7585 0.6199 0.6150 

A2 0.5372 0.8348 0.8088 

A3 0.6801 0.7265 0.7159 

Ranking A1>A3>A2 A2>A3>A2 A2>A3>A1 

Table 6: Score function and ranking of the suppliers by NPNHsGHM operators 

 

 (e1,e4,e7) (e2,e5,e8) (e3,e5,e8) 

A1 0.7385 0.6453 0.6578 

A2 0.5678 0.8895 0.8179 

A3 0.6965 0.7645 0.7432 

Ranking A1>A3>A2 A2>A3>A2 A2>A3>A1 

Table 7: Score function and ranking of the suppliers by NPNHsGWHM operators 

 

From table 6 and 7 it is seen that the ranking is same by NPNHsGHM and NPNHsGWHM operators. 

Considering the parameter (e1,e4,e7) the best supplier would be A1 and for the parameter (e2,e5,e8) it would be 

best for the company to choose the supplier A2 and similarly for the parameter (e3,e5,e8) the best choice would 

be A2. 
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Conclusion 

  Thus, in this paper we have studied the near plithogenic neutrosophic hypersoft Heronian mean 

aggregation operators. Also, the NPNHsGHM and NPNHsGWHM operators for near plithogenic neutrosophic 

hypersoft numbers are proposed and its properties are studied. Then we have used the two operators in multi 

criteria decision making problem. A practical example of supplier selection is given to show its effectiveness. 

Since NPNHsNs are better tool to define uncertain information, it can be used in many practical problems. Also, 

the Heronian mean operators focuses on the aggregated arguments which can be used to get accurate results.  

 

References 

1. Abdel-Basset, M.; Mohamed, M.; Smarandache, F. An extension of neutrosophic AHP-SWOT analysis 

for strategic planning and decision-making. Symmetry 2018, 10, 116.  

2. Abdel-Basset, M.; Mohamed, M.; Zhou, Y.; Hezam, I. Multi-criteria group decision making based on 

neutrosophic analytic hierarchy process. J. Int. Fuzzy Syst. 2017, 33, 4055–4066.  

3. Abdul Samad, Rana Muhammad Zulqarnain, Emre Sermutlu, Rifaqat Ali, Imran Siddique, Fahd Jarad, 

Thabet Abdeljawad, Selection of an effective hand sanitizer to reduce COVID-19 effects and extension 

of TOPSIS technique based on correlation coefficient under neutrosophic hypersoft set, Complexity 

2021. 

4. Abhishek Guleria, Rakesh Kumar Bajaj, T-spherical fuzzy soft sets and its aggregation operators with 

application in decision making, Scientia Iranica, 28(2), 1014-1029, 2021. 

5. Alkan Ozkan, On Near Soft sets, Turkish Journal of Mathematics 43:1005-1017(2019). 

6. Azmat Hussain, Muhammad Irfan Ali, Tahir Mahmood, Muhammad Munir, q-Rung orthopair fuzzy 

soft average aggregation operators and their application in multicriteria decision making, International 

Journal of Intelligent Systems 35(4), 571-599, 2020 

7. Bausys, R.; Zavadskas, E.K. Multicriteria decision making approach by VIKOR under interval 

neutrosophic set environment. Econ. Comput. Econ. Cybern. Stud. Res. 2015, 4, 33–48.  

8. Biswas, P.; Pramanik, S.; Giri, B.C. TOPSIS method for multi-attribute group decision-making under 

single valued neutrosophic environment. Neural Comput. Appl. 2016, 27, 727–737. 

9. Chao Tian, Juan Juan Peng, Zhi Qiang Zhang, Mark Goh, Jian Qiang Wang, A Multi-Criteria Decision 

-Making Method Based on Single -Valued Neutrosophic Partitioned Heronian Mean Operator, 

Mathematics 2020,8,1189. 

10. Dalapati, S.; Pramanik, S.; Alam, S.; Smarandache, F.; Roy, T.K. IN-cross entropy based magdm 

strategy under interval neutrosophic set environment. Neutrosophic Sets Syst. 2017, 18, 43–57.  

11. Dejian Yu, Intutionistic fuzzy geometric Heronian mean aggregation operators, Applied Soft 

Computing, 13(2013) 1235-1246. 

12. Florentin Smarandache, Extension of soft set to Hypersoft set, and then to Plithogenic Hypersoft set, 

Neutrosophic sets and systems, vol 22 pg 168-170 (2018). 

13. Florentin Smarandache, Plithogenic Set, an Extension of Crisp, Fuzzy, Intuitionistic Fuzzy, and 

Neutrosophic Sets-Revisited, Neutrosophic sets and systems; 2018, vol 21, pp 153-166.  

14. Florentin Smarandache, Plithogeny, plithogenic set, logic, probability, and statistics, 

Pons Publishing House, Brussels, Belgium,141p., 2017. 

15. Gustavo Álvarez Gómez, Jorge Viteri Moya, Jesús Estupiñán Ricardo, Cristina Belén Viteri 

Sánchez,Evaluating Strategies of Continuing Education for Academics Supported in the Pedagogical 

Model and Based on Plithogenic Sets, Infinite Study, 2020 

16. James F. Peters, Near sets -General theory about nearness of objects, Applied Mathematical Sciences 

vol1 (2007) no. 53, 2609-2629.  

17. Jana, C.; Pal, M, A robust single- valued neutrosophic soft aggregation operators in multi criteria 

decision making, Symmetry 11(1), 110, 2019. 

18. Jana, C.; Pal, M.; Wang, J.Q. Bipolar fuzzy Dombi aggregation operators and its application in multiple 

attribute decision making process. J. Ambient Intell. Hum. Comput. 2018. 



 
Copyrights @Kalahari Journals Vol.7 No.8 (August, 2022) 

International Journal of Mechanical Engineering 

202 

19. Jose Carlos R Alcantud, Gustavo Santos- Garcia, Muhammad Akram, OWA aggregation operators and 

multi-agent decisions with N-soft sets, Expert Systems with Applications, 203, 117430, 2022 

20. Khalid Naeem, Muhammad Riaz, Xindong Peng, Deeba Afzal, Pythagorean fuzzy soft MCGDM 

methods based on TOPSIS, VIKOR and aggregation operators, Journal of Intelligent and Fuzzy 

Systems 37(5), 6937-6957, 2019. 

21. Mohamed Abdel-Basset, Rehab Mohamed, Abd El-Nasser H Zaied, Florentin Smarandache, A hybrid 

plithogenic decision-making approach with quality function deployment for selecting supply chain 

sustainability metrics, Symmetry 11 (7), 903, 2019. 

22. Mohamed Abdel-Basset, Rehab Mohamed, A novel plithogenic TOPSIS-CRITIC model for sustainable 

supply chain risk management, Journal of Cleaner Production 247, 119586, 2020. 

23. Molodtsov D,Soft set theory-First results, Computers and Mathematics with Applications 37(4-5);19-

31(1999). 

24. Muhammad Gulistan, Mutaz Mohammad, Faruk Karaaslan, Seifedine Kadry, Salma Khan, Hafiz Abdul 

Wahab, Neutrosophic cubic Heronian mean operators with applications in multiple attribute group 

decision-making using cosine similarity functions, International Journal of Distributed Sensor 

Networks, 2019,Vol15(9). 

25. Muhammad Naveed Jafar, Muhammad Saeed, Muhammad Saqlain, Miin-Shen Yang, Trigonometric 

similarity measures for neutrosophic hypersoft sets with application to renewable energy source 

selection, IEEE Access 9, 129178-129187, 2021 

26. Muhammad Saeed, Muhammad Ahsan, Muhammad Haris Saeed, Asad Mehmood, Thabet Abdeljawad, 

An application of neutrosophic hypersoft mapping to diagnose hepatitis and propose appropriate 

treatment, IEEE Access 9, 70455-70471, 2021. 

27. Muhammad Saeed, Muhammad Ahsan, Thabet Abdeljawad, A development of complex multi-fuzzy 

hypersoft set with application in MCDM based on entropy and similarity measure, IEEE Access 9, 

60026-60042, 2021 

28. Muhammad Saqlain, Naveed Jafar, Sana Moin, Muhammad Saeed, Said Broumi, Single and multi-

valued neutrosophic hypersoft set and tangent similarity measure of single valued neutrosophic 

hypersoft sets, Neutrosophic Sets and Systems 32 (1), 317-329, 2020. 

29. Nivetha Martin, Florentin Smarandache, Said Broumi, Covid-19 decision-making model using 

extended plithogenic hypersoft sets with dual dominant attributes, International journal of neutrosophic 

science 13 (2), 75-86, 2021 

30. Rana Muhammad Zulqarnain, Imran Siddique, Fahd Jarad, Rifaqat Ali, Thabet Abdeljawad, 

Development of TOPSIS technique under pythagorean fuzzy hypersoft environment based on 

correlation coefficient and its application towards the selection of antivirus mask in COVID-19 

pandemic, Complexity 2021. 

31. Rana Muhammad Zulqarnain, Imran Siddique, Rifaqat Ali, Dragan Pamucar, Dragan Marinkovic, 

Darko Bozanic. Robust aggregation operators for intuitionistic fuzzy hypersoft set with their application 

to solve MCDM problem, Entropy 23 (6), 688, 2021 

32. Rishu Arora, Harish Garg, Prioritized averaging/geometric aggregation operators under the 

intuitionistic fuzzy soft set environment, Scientia Iranica 25(1), 466-482, 2018. 

33. Sahin, R.; Liu, P. Correlation coefficient of single-valued neutrosophic hesitant fuzzy sets and its 

applications in decision making. Neural Comput. Appl. 2017, 28, 1387–1395. 

34. Shazia Rana, Madiha Qayyum, Muhammad Saeed, Florentin Smarandache, Bakhtawar Ali Khan, 

Plithogenic fuzzy whole hypersoft set, construction of operators and their application in frequency 

matrix multi attribute decision making technique, Infinite Study, 2019 

35. Shi, L.; Ye, J. Dombi aggregation operators of neutrosophic cubic sets for multiple attribute decision-

making. Algorithms 2018, 11, 29.  

36. Smarandache F, Aunifying field in logics- neutrosophy: Neutrosophic probability,set and logic, 

American Research Presss, Rehoboth, 1999. 

37. Ulucay, V.; Deli, I.; Sahin, M. Similarity measures of bipolar neutrosophic sets and their application to 

multiple criteria decision-making. Neural Comput. Appl. 2018, 29, 739–748. 



 
Copyrights @Kalahari Journals Vol.7 No.8 (August, 2022) 

International Journal of Mechanical Engineering 

203 

38. Wang, L.; Zhang, H.Y.; Wang, J.Q. Frank Choquet Bonferroni mean operators of bipolar neutrosophic 

sets and their application to multi-criteria decision-making problems. Int. J. Fuzzy Syst. 2018, 20, 13–

28.  

39. Wei, G.W.; Zhang, Z. Some single-valued neutrosophic Bonferroni power aggregation operators in 

multiple attribute decision making. J. Ambient Intell. Hum. Comput. 2018.   

40. Zdzislaw Pawlak, Rough Sets, International Journal of Computer and Information Sciences, Vol 11, 

341-356 (1982). 

41. Zengxian Li and Guiwu Wei, Pythagorean fuzzy heronjan mean operators in multiple attribute decision 

making and their application to supplier selection, International Journal of Knowledge -based and 

Intelligent Engineering Systems 23(2019) 77-91. 

42. Z.S. Xu , Approaches to multiple attribute group decision making based on intuitionistic fuzzy power 

aggregation operators, Knowledge- Based Systems 24(2012), 749-760. 

 

 

 

 

 


