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ABSTRACT: 

Popular phase by fast developments in machine visualisation, means of transportation classify the vehicle determines a significant 

probable to remodel intellectual conveyance schemes. Now the preceding combine of eras, analysis and manipulation of a digitized 

image, and recognize the pattern -based classify the vehicle edifices obligate remained recycled to improve the efficiency of 

computerised tax assemblage in highways then stream of transportation managing and controlling schemes. Deep learning enabled 

Vehicle viewpoint Classification - can classify vehicles viewpoint based on directions or position of the car. The situation is informal 

in the direction of usage a pre - proficient conv.NeuNEt to classify on vehicle metaphors than to physique one since scrape. The 

finest thing nearby pre-trained CNN is they are fine adjusted then solitary of the greatest prevalent CNNEts. This paper presents 

innovative unfathomable D-CNN designs for mechanized vehicle classification of viewpoints. Current works mainly map RGB 

images directly to corresponding a consider context information explicitly. The recommended vehicle NEts are intended to afford 

profligate and correct scrutiny of viewpoints by means of vehicle descriptions for the classification on description of vehicle errands. 

The designs of VehicleNEts are exploited in an initial tentative training on the Compcars, Stanford dataset and internet sources from 

vehicle images for vehicle viewpoint focusses structured in a method for three classes. Firstly, train and test the networks to different 

viewpoints and sizes of the vehicle images and the direction/position of the vehicle. Second, train and test the networks on 

classification with three different scenarios as Front, back and rear. The experimental results reveal the validity and effectiveness of 

the planned networks in vehicle viewpoint classification. The recommended representations also outpace the starting point 

DeePCNN Net designs whereas existence added well-organized. 

KEYWORDS : Deep CNN, VehicleNEts,  ConvolutionNEts, CompCars, Stanford Cars 

 

1. INTRODUCTION 

 By means of an exponential construction of vehicles all over the place in this world, vehicle arrangement frameworks can 

assume a critical part in the advancement of savvy transportation frameworks, i.e., computerized expressway cost assortment, insight 

into self-driving vehicles, and traffic stream control frameworks. In prior times, laser and circle acceptance sensors-based strategies 

have been suggested for the vehicle type grouping, information to separate the significant data in regards to vehicles. In any case, 

the accuracy and security of these techniques are fundamentally affected because of undesired weather patterns and impedance in 

the street asphalt.vis 

In sync with the progression in CV, handling of an image and example acknowledgement based vehicle characterization 

frameworks. Essentially, a vision-based arrangement framework is a two-venture system; handmade extraction techniques are used 

to acquire visual highlights from the info visual casings, AI classifiers are prepared on the extricated elements to perform 

characterization on bunch based information. Hand-made acmes are classified into (i) variable globalized and (ii) region of local 

elements to portray and address the picture information at the same time. These elements are consolidated in the preparation of 

customary AI classifiers to perform to classify the object, these strategies are prepared on the restricted carefully assembled 

highlights extricated from the datasets, while broad earlier information is expected to keep up with precise time climate. 

Freshly, DL-based extraction of features and methods of classify the vehicles require remained presented, which established 

improved usefulness and flexibility than the outdated classify system of the vehicle. CNN constructed classify on the vehicle require 

attained important exactness scheduled the comprehensive vehicle datasets owed to their erudite manner. However, the progress of 

the GPU has suggestively improved processing of an image competencies of the calculating machineries. Then the staple of detail 

is that Convolutional Neural Network established classify the vehicle entails lots of informations to endure accurateness besides 

confirm simplification. Undecided lately, to the finest of our familiarity, no general standard dataset is obtainable aimed at the 
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progress then valuation of classify the vehicle. Accordingly, obtainable datasets of classify the vehicles are moderately insignificant, 

founded taking place partial modules of the precise constituencies, i.e., CCars datasets and SFord cars dataset. Transportation system 

of these constituencies tin can accomplish important outcomes through these vehicle of datasets; conversely, their enactment is 

biased in the incidence of regional of other modules. In the direction of statement the beyond declared confines in classification of 

vehicle systems, must prepared the following supports. 

(i) CNN established indiscriminate classification architecture is presented to improve robustness of vehicle classify the system of a 

vehicle aimed at ITS in viewpoint of their vehicle.  

(ii) Dataset of a vehicle involving of 12,450 of a vehicle Images constructed on three classes (i.e., Front, Back and Rear side). The 

aforementioned is essential to reference that their three classes are exceptional trendy direction and viewpoint, which are not 

surrounded in the extant means of transportation of their datasets. 

 (iii) To conclude, a broad learning needs remained passed obtainable amid the planned viewpoint of a vehicle classification 

methods to found the effectiveness of the scheduled arrangement of a network. Figure. 1. Illustrates whole process of projected 

system configured. 

The recreation of paper is coordinated as follows. In Section 2, profound learning highlights extraction and vehicle perspective order 

techniques are examined momentarily. In Section 3, network design alongside the pre-handling and dataset assortment has been 

explained. The outcomes are completed in Section 4. At preceding, the article is padlocked in Section 5. 

 

Figure 1.Workflow of DeepVehicleNEts System 

 

2. RELATED WORK 

Vision-based vehicle grouping is viewed as a significant component in the discernment module of self-driving vehicles. In the 

current examination work [5], vision-based vehicle order is arranged into two significant classifications: (I) hand-tailored highlights 

based and (ii) profound elements based systems. In the early time of PC vision, high-quality highlights in light of vehicle grouping 

strategies have been projected for canny transportation frameworks. In such a manner, Ng et al. [11] have suggested HOG-SVM 

based high-quality elements technique to prepare an SVM classifier utilizing HOG highlights with Gaussian part work. The planned 

classifier has been assessed on a 2800-picture dataset of reconnaissance recordings, which arranged the cruiser, vehicle, and Lorries 

with 92.3% exactness. In another examination work, Chen et al. [12] have introduced a grouping strategy that separates the surface 

and HOG elements and orders the vehicles utilizing a fluffy motivated SVM classifier. The introduced classifier has been assessed 

on the dataset, containing 2000 pictures in which the anticipated frameworks grouped the vehicles, vans, and transports with 92.6% 

exactness. Matos et al. [8] have offered two-brain networks based joined strategy implanting the elements, i.e., stature, width, and 

jumping boundaries of the vehicles. Resultantly, the recommended classifier accomplished 69% on the dataset of 100 pictures. 

Besides, Cui et al. [9] have projected Scale Invariant Feature Transform (SIFT) descriptors and Bad of Words (BoW) based joined 

model for the extraction of the elements and used SVM to characterize the dataset comprising 340 pictures of vehicles, minibuses, 

and trucks. In the outcomes, it is shown that the anticipated classifier accomplished 90.2% exactness on the given dataset. Wen et 
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al. [15] have wished-for an AdaBoost based quick learning vehicle classifier to recognize the information in the vehicle and non-

vehicle classes. Also, the creators have future a calculation to separate Haar-like elements for the fast learning of classifiers. The 

introduced classifier has been assessed on the public Caltech dataset, in which the framework accomplished 92.89% exactness. 

To beat the issues of the handmade elements based classifiers, profound elements based frameworks have been projected. Dong et 

al. [16] have introduced CNN based semi-regulated arrangement technique for constant vehicle order. A scanty Laplacian channel-

based strategy has been concocted to extricate relative vehicle data, and the softmax layer has been prepared to work out the class 

likelihood of having a place vehicle. - e introduced strategy has been assessed on the Bit-Vehicle dataset and accomplished 96.1% 

and 89.6% precision in the constant pictures, individually. In another exploration work, Wang et al. [38] have introduced a Fast R-

CNN based vehicle order technique for traffic reconnaissance in an ongoing climate. An intersection dataset comprising 60,000 

pictures has been gathered and partitioned into preparing and tried information, on which the planned strategy accomplished 

80.051% precision. Cao et al. [26] have recommended CNN and a start to finish joined design for vehicle grouping in the incontinent 

street climate. The offered system has been assessed on the CompCars view-mindful dataset, in which the wished-for classifier 

accomplished a 0.953 precision rate. Chauhan et al. [37] have suggested CNN based vehicle order structure for vehicle arrangement 

and relying on interstate streets. Creators have asserted that the recommended system accomplished 75% MAP on the gathered 

dataset of 5562 CCTV camera recordings of thruway traffic. Jo et al. [31] have anticipated an exchange learning-based GoogLeNet 

system for vehicle grouping of street traffic. The creators have shown that the introduced classifier has accomplished a 0.983 

precision rate while probing the ILSVRC-2012 dataset. Kim et al. [25] have wished-for the PCANeT-HOG-HU based joined include 

extraction strategy, which is given to SVM as information to prepare the arrangement model. Besides, the creators have gathered 

the dataset comprising 13700 pictures of vehicles thinking about six classifications of vehicles (i.e., cruiser, van, vehicle, truck, 

smaller than usual transport, and enormous transport), removed from the reconnaissance recordings for the preparation and testing 

of the offered characterization organization. Results exhibited that the projected lightweight classifier accomplished 98.34% normal 

precision on the gave dataset. 

However the DL-based tactics dismiss improve the correctness of classification of vehicles done by own-built dataset efficiently, 

approaches essential an enormous quantity of informations to attain important accurateness in instantaneous Conveyance Scheme 

presentations [24] [29] [30] also [36]. In the current period, widespread exploration obligates remained accepted available in this 

arena; conversely, the obtainable communal own built datasets for driverless vehicles/smart transport structures encompass 

contemporary means of transportation categories, which are communal in thriving advanced realms. Accordingly, those classify the 

vehicle schemes are not achievable aimed at the intellectual transference structures in kingdoms in asian, i.e., Pakistan, India, 

Bangladesh, and China. The beyond stated concerns are suggestion near the essential of a innovative means of transportation 

taxonomy scheme alongside by the built-in-dataset that asylums the communal vehicles, i.e., out-dated trucks, buses, cars, 

rickshaws, and motorbikes of Asian countries. 

 

3. THE ARCHITECTURE 

In the direction of report the aforementioned problems, dataset of the vehicles comprising of 12,450 transportation of an Images 

requiring three separations founded on the communal highway stream of traffic cars (vehicles), as explained in Fig. 1. Near improve 

the concert of the planned grouping in instantaneous Intelligent transportation System presentations, originally, the prevailing 

pretrained [13] AlexNet, [14] VGG, [15] GoogleNet, [16] Inception-v3, [17] ResNet and DeepVehicleNEts are modified on own-

built dataset of vehicle to get the concluding net. Founded on the recital of those replicas, the finest accomplishment exemplary is 

designated for the fine-tuning to upsurge the arrangement accurateness of the system. To guarantee simplification, the 

DeepVehicleNEts is more perfected on communal dataset of Compcars and dataset of a Stanford for vigorous concert in the 

Transportation System of dissimilar constituencies. The entire procedure is momentarily deliberated given in Fig. 2. 

Fig.2. Represents the output obtained from Recommended Deep CNN network is provided as input to classification framework. 

The input is fed into four layers, namely RGB of size 256*320*3 and individual of R, G and B of size 256*320*1.The input of RGB 

is sent to convolution layer of size 64, (5*5) and batch normalization and Relu the separate of layers also in to the convolution layer 

size of 64 and then maxpooling layer used by input of RGB and R, G and B also. Then averaging the maxpooling layer R and G, 

concatenating B’s maxpooling layer and average of R and G’s maxpooling layer. After concatenating, the convolution layer size of 

128 served in to the convolution layer 64 and maxpooling. The input of RGB maxpooling size of 2x2 concatenating the 

Maxpooling(2x2),  x64 convolution layer  has 3 channels, and the x64 layer has only one channels(R,G and B) are concatenating 

these two layers channel-wise then the output of concatenation will have size of 64 by convolution layer. Dense blocks (512, 256, 

and 3) dismiss to variety filled custom of the production of maps on their features of the preceding flatten and conv. layers which 

includes Batch normalization and Relu, make added  maps on their features by less conv. origins, then understand recurrent features 

of an usages. Through locale a lesser degree of growing, the limits and calculations in DeepVehicleNEt representations are further 

reduced the loss function and error rate. The output classified into 3 classes are front, back and rear. 
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3.1 Convolutional Layers. Conv. layers remain measured by means of the furthermost significant covers happening their 

Convolutional Neural Networks, then contain demarcated usual of filters of the learnable. The sieves are longitudinally lesser than 

the size of an input, slithers ended the image of an input informations all through the onward permit to products the 2D map of a 

galvanisation. The map of a galvanisation designates the position beside by the metier of the perceived features of a visual in a 

participation image. The design of the sorts of the conv. layers is got by 

𝑦𝑛
𝑙 = 𝑓𝑙(∑ 𝑚 → 𝑦𝑚

𝑙−1
𝑛
𝑙         -  (1) 

 

Where 𝑦𝑛
𝑙 the N dimension map of each vehicle features of l-layer is, 𝑚 →𝑛

𝑙 is the kernel of C, whereas extraction of features on since 

l-layer, and 𝑦𝑚
𝑙−1 is the Specific arrangements related near l-layer. 

3.2 Batch Normalization and RELU:  now batch [30] is used as normalized pre-activation to progress the regularization of 

our facsimiles. Layer used as ReLU exchanges each undesirable amount of the pool stratum starts with 0. This aids the Convolutional 

NN halt statistically established via possession erudite tenets after in receipt of trapped adjacent 0 or gusting active near eternity.

         

𝑦𝑚+1 = 𝑦𝑚 + 𝐺(𝑦𝑚, 𝐹𝑚) – (2) 

Where  𝐺 indicates a series of BN, ReLU, and convolution operation; 𝑦𝑚 and 𝑦𝑚+1are the input and output of the block; and 𝐹𝑚is 

the parameter which the model needs to learn.  

𝑦𝑝 = 𝑦𝑞 + ∑ 𝐺
𝑝
𝑚=𝑝 (𝑦𝑚 , 𝐹𝑚) - (3) 

3.2 MaxPooling Layers.  Layer of. Pool is usually recycled amid successive conv. layers of the Convolutional Neural Network 

arrangement toward progressively curtail the three-dimensional depiction scope to decrease reckonings whereas retentive valuable 

evidence, aids in monitoring over appropriate throughout the knowledge procedure. It is significant to reference that combining 

strata existence recycled in the newly convolutions has been generated, the pool layer. Also, approximately additional kinds of pool, 

i.e., standard pool too ave.-pool purposes, must also remained recycled in the prevailing Convolutional Neural Nets. The pool 

purpose dismiss be did.  

   𝑦𝑛
𝑙 = 𝑓𝑙(𝑧𝑛

𝑙−1𝑥𝑤𝑛
𝑙 + 𝑏𝑛

𝑙 )  -  (4) 

3.3 Average layer: Layer that averages a list of inputs element-wise. Merely appropriate unknown the stratum requires accurately 

solitary participation, i.e. gamble it is associated to unique received stratum. Incoming of participation layers are R and G channels 

respectively. Convolution (64, 5*5), batch normalization, Relu operation in processing for the first, and secondly maxpooling the 

convolute the layers, these R and G channels. Average of these layers concatenate to the B channel also.    

3.4 concatenation layer: 

A concat. Layer proceeds responses also combines them laterally a quantified measurement. The responses necessity obligate 

the similar scope in all sizes excluding the dimension of concatenation. Stipulate the amount of responses toward the l when you 

create the layer. 

𝑤[𝑚, 𝑛]=𝑣1𝑚+𝑣2𝑛    - (5) 

Where [m,n] denotes concat and V is split horizontally into  and 𝑉1 and V2 . 𝑉[𝑚 + 𝑛]=𝑣𝑚+𝑣𝑛. , interpret adding as a form of 

concatenation where the two halves of the weight matrix are constrained to 𝑣1 = 𝑣2. 

3.5 Flatten Layer: layer of ultimate is the FC- layers incomes the sophisticated strained images on vehicles to interpret them 

addicted to classes by makes. 

3.6 Dense Layer: Dense Layer is simple layer of neurons in which each neuron receives input from all the neurons of previous 

layer, thus called as dense. Dense Layer is used to classify image based on output from convolutional layers. The conv. layers by 

the similar scope of involvements (256*320*3) also the impenetrable associates are conceded obtainable inside the condensed 

blocks. Condensed blocks (512, 256, and 3) create complete usage of the amount produced maps of features of vehicle the preceding 

flatten and conv. layers which includes Batch normalization and Relu, produce further maps on vehicle features by less kernels of 

Figure.2. DeepVehicleNEts 

System 
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conv.layers, also apprehend frequent usage of structures. Through set an insignificant rate of growth, the limitations  too 

reckonings in DeepVehicleNEt models are further reduced the loss function and error rate.  

To produce the output, so that the model can be better output. 

The stages of planned process are as trails:  

1. Constructing preparation and difficult dataset: The tremendous modules RGB images recycled for teaching is resized [256,320] 

pixels for DeepCNN Net and the dataset is alienated obsessed by dualistic categories i.e. training and substantiation data sets.  

2. Modifying Conv.NeuralNEts: Supplant the preceding layers of three network through flatten and dense, and a classification output 

layer. Set the final dense layer to have the different size as the number of classes in the training data set. Increase the learning rate 

factors of layer to train network faster, tuning parameter in an optimization algorithm that determines the step size at each iteration 

while moving toward a minimum of a loss function. 

3. Sequence the network of train: Usual the preparation choices, containing rate of learning, mini-batch size, then support statistics 

conferring to GPU condition of the classification, network using the vehicle training on data.  

4 accurateness of the network: Categorise the confirmation descriptions by means of the modified net, besides compute the 

arrangement accurateness. Correspondingly challenging the tune network on levied actual period on images on vehicle datasets for 

precise outcomes.  

3.5. Dataset.  

Fashionable DL classification based on systems of vehicles, built on their own dataset is a important participation that assistances 

the procedures absorb the structures to achieve estimates founded on the erudite data. Presently, to the finest of our facts, there is 

nope widespread communal dataset of vehicle features obtainable that covers the descriptions of the collective vehicles to provide 

with the problems of a vehicle. For example CCars and Sford car datasets solitary cover the modules of contemporary compartments 

of convinced provinces, which cannot be engaged in the actual systems of a vehicle classification of the further provinces. Also, the 

planned dataset is different from the existing datasets in terms of features and representations. Additionally, the existing 

classification of vehicle structures remain competent on moderately insignificant datasets comprising partial modules, which 

prepares not achieve thriving in immediate ITS uses [35]. On the road to noise these productions, road surveillance and driving 

videos are collected from different regions to extract the images of the vehicles. Founded on scrutinises, three common classes of 

vehicle are recognised, and the formed of dataset concluded physical tagging by openings, resized as shown in Fig. 3. The dataset 

comprises 12,450 images that have been categorized into three classes (i.e., front, rear, and side), and each front class consists of 

4500 images, ach rear class consists of 4800 images and separately back class consists of 3150 descriptions. 

 

4. EXPERIMENTAL RESULTS AND ANALYSIS: 

 

 
 

    

 

  
 

  

 

 

  
 

 
 

 
 

 

  

As compared to tradition classification tasks, it has different input and a different goal. Thus, it is meaningless to compare our 

networks with state-of-the-art networks such as AlexNet [13], VGG [14], GoogleNet [15], Inception-v3 [16], and ResNet [17] and 

DeepVehicleNEts remain altogether realistic on perspective tasks for classification. The fact of a experimentations is to regulate the 

optimum conformation also to reconnoitre equitable classification of a vehicle viewpoints. All networks are trained with Adam [35]. 

The firstly convolution layer, afterward conv., Batch Normalization and Rectified Linear Units remain achieved happening the 

initial abode. To prevent overfitting and regularization is adopted and weights are initialized.  

The vehicles in the database will be classified into three categories: front, back and rear. In total, 12450 vehicle viewpoint images 

are obtained in predefined classes and tagged manually. The number of each vehicle viewpoint type in different sequences is showed 

Figure 3: Model images representing on datasets each class: (a) Front, (b) back and rear  

 (c) rear  
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in Table I. All experiments are carried out using Matlab R2019a on a 2.40GHz   with Intel(R) Core(TM) i5-9300H CPU @ 2.40GHz 

and 4790K CPU and 8GB RAM. The operation system is the 64-bit windows 10, which took 5 hours to complete training. 

Table 1. Correctness of class- based the modified net with altered viewpoints strata scheduled an own-built dataset 

Total Viewpoint images  Front  Rear  Back Overall Accuracy 

4500 4200 299 1  

95.60 

 

4800 798 4000 2 

3150 0 150 3000 

The tentative measurements recycled in our exemplary are accurateness, precision, recall, Specificity and F1 score and then calculate 

method is exposed as,  

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
          - (6) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
               - (7) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
           - (8) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
          - (9) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2𝑋𝑅𝑒𝑐𝑎𝑙𝑙𝑋𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
  - (10) 

equivalences, TP is the amount of properly categorised descriptions of each class, FP is the amount of the erroneous categorised 

descriptions of a class, FN is the quantity of images of a vehicle in class that need remained perceived as alternative class, and TN 

is the quantity of descriptions of dataset in vehicle that ensure not fit in to a class besides remained not categorised as fitting to that 

vehicle’s class. In the direction of appraise the Conv.NeuNets, A-Net, In-v3, G-Net, VGG, then ResNet remain encumbered 

beginning efficient possessions. The preparation of those nets is achieved with the Pytorch structure; a stochas- gra-descent (SGD) 

enhancer is active for the constraint knowledge with impetus, rate for learning, also size has been normalized. Crossentro, a usually 

recycled or minimized their losses is exploited to gather damage through the entire procedure, and corroboration is done after each 

epoch to appraise the erudition whereas preparation trained on their network. The qualified accurateness, performance of metrics 

such as Precision, Recall, specificity and F1-score has been used by on these networks is exposed in Fig... 4, 5, 6, 7 and 8. 

DeepVehicleNEts can attain better accurateness afterward tuning the manner. The exhaustive concert matrices of the 

DeepVehicleNets with strata are presented in Table. 2. 

Table.2: Show metrics of VehicleDeepNEt on Own-constructed dataset. 

Models  Accurateness Precision Sensitivity specificity F1-score 

DeepVehicleNEts 95.60% 94.24% 93.75% 96.52% 93.89% 

AlexNet[13] 93.31% 91.28% 90.63% 94.69% 90.82% 

VGG[14] 92.37% 90.05% 89.23% 93.94% 89.49% 

GoogleNet[15] 91.88% 89.37% 88.50% 93.55% 88.79% 

Inception v3[16] 90.59% 87.87% 86.04% 92.50% 86.72% 

ResNet[17] 90.18% 87.34% 85.49% 92.18% 86.18% 
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Figure.4. DeepVehicleNEts system of Accuracy 

The above Figure. 4 configure, the average accuracy value of the DeepVehicleNEts deep CNN method is 2.29%, 3.23%, 3.72%, 

5.01% and 5.42 % higher than the methods respectively such as Alexnet, VGG, GoogleNet, inception and Resnet respectively. Even 

though, the average accuracy of the Alexnet method is close to the DeepVehicleNEts deep CNN method, the prop DeepVehicleNEts 

osed deep CNN method attained 2.29% higher than the Alexnet. 

 

Figure. 5. DeepVehicleNEts system of precision 

The above Figure. 5 configure, the average precision value of the DeepVehicleNEts deep CNN method is 2.96%, 4.19%, 4.87%, 

6.37% and 6.90 % higher than the methods respectively such as Alexnet, VGG, GoogleNet, inception and Resnet respectively. Even 

though, the average precision of the Alexnet method is close to the DeepVehicleNEts deep CNN method, the DeepVehicleNEts 

deep CNN method attained 2.96% higher than the Alexnet. 
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Figure. 6. DeepVehicleNEts system of sensitivity 

The above Figure. 6 configure, the average sensitivity value of the DeepVehicleNEts deep CNN method is 3.12%, 4.52%, 5.25%, 

7.71% and 8.26 % higher than the methods respectively such as Alexnet, VGG, GoogleNet, inception and Resnet respectively. Even 

though, the average sensitivity of the Alexnet method is close to the DeepVehicleNEts deep CNN method, the DeepVehicleNEts 

deep CNN method attained 3.12% higher than the Alexnet. 

 

Figure. 7. DeepVehicleNEts system of specificity 

 

The above Figure. 7 configure, the average specificity value of the DeepVehicleNEts deep CNN method is 1.83%, 2.58%, 2.97%, 

4.02% and 4.34 % higher than the methods respectively such as Alexnet, VGG, GoogleNet, inception and Resnet respectively. Even 

though, the average specificity of the Alexnet method is close to the DeepVehicleNEts deep CNN method, the DeepVehicleNEts 

deep CNN method attained 1.83% higher than the Alexnet. 
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Figure.8. DeepVehicleNEts system of F1-score 

The above Figure. 8 configure, the average F1-score value of the DeepVehicleNEts deep CNN method is 3.07%, 4.40%, 5.10%, 

7.17%, and 7.71% higher than the methods respectively such as Alexnet, VGG, GoogleNet, inception and Resnet respectively. Even 

though, the average F1-score of the Alexnet method is close to the DeepVehicleNEts deep CNN method, the DeepVehicleNEts 

deep CNN method attained 3.07% higher than the Alexnet. 

5. CONCLUSION  

Now this paper, offered a CNN founded on DeepVehicleNEts for categorising the images on vehicle datasets created on self-

constructed dataset keen on three classes of front, back, and rear. Then, recycled open-source datasets that contained 12450 images 

from internet sources, Stanford and Compcars respectively, separated the training set, in which there were 12450 images (4500 

front, 4800 back, 3150 normal). And then designated the amount of to separate  class nearly equivalent to per capita added in 

individual piece consequently that our network also learns viewpoint class characteristics, our training set included 2490 images, 

and the rest of the images were allocated for evaluating the network and tried to test our model on a large number of images so that 

our real achieved accuracy would be clear, achieved 95.60% of accuracy, 94.24% of precision, 93.75% of sensitivity, 96.52% of 

specificity, and 93.89% of F1-score for the viewpoint class,  We hope that our trained VehicleNEt model obtainable resolve be 

supportive for ITS. And similarly confidence that in the imminent, superior benchmark of datasets on vehicles beginning direction 

or position of the vehicle develop presented, also through consuming them, the accurateness VehicleDeepNEt upsurges promote. 

After beyond tentative outcomes, dismiss accomplish that the VehicleDeepNEt is actual to means of transportation on classifies the 

vehicle then stout near the vicissitudes their vehicle viewpoints. 

 

REFERENCES 

1. Abdelbaki, H. M., Hussain, K. & Gelenbe, E. (2001). “A laser intensity image based automatic vehicle classification system. 

IEEE Intelligent Transportation Systems, 462–467, https://ieeexplore.ieee.org/document/948701 

2. Harlow, C., & Peng, S. (2001). Automatic vehicle classification system with range sensors Transportation Research Part C: 

Emerging Technologies, 9(4), 231–247.  

 https://www.researchgate.net/publication/325206512_Automatic_vehicle_classification_system_with_range_sensors 

3. Ki, Y. K., & Baik, D.K. (2006). Vehicle-classification algorithm for single-loop detectors using neural networks.  IEEE 

Transactions on Vehicular Technology, 55(6), 1704–1711.https://ieeexplore.ieee.org/document/4012533 

4. Nashashibi, F., & Bargeton, A. (2008) Laser-based vehicles tracking and classification using occlusion reasoning and 

confidence estimation. IEEE Intelligent Vehicles Symposium, 847–852.  https://ieeexplore.ieee.org/document/4621244 

5. Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). ImageNet classification with deep convolutional neural networks. In 

Proceedings of the 25th International Conference on Neural Information Processing Systems, 1097–1105. 

https://www.researchgate.net/publication/319770183_Imagenet_classification_with_deep_convolutional_neural_networks 

6. Rong, Y. U., Guoxiang, Zheng, J., & Haiyan, W. A. N. G. (2013). Urban road traffic condition pattern recognition based on 

support vector machine. Journal of Transportation Systems Engineering and Information Technology, 13(1), 130–

136.https://www.sciencedirect.com/science/article/abs/pii/S1570667213600975?via%3Dihub 

7. Krause, J., Stark, M., Deng, J., & Fei-Fei, L. (2013). 3d object representations for fine-grained categorization. IEEE 

International Conference on Computer Vision Workshops, 554–561. https://ieeexplore.ieee.org/document/6755945 

8. Matos. F. M. S., & de Souza. R. M. C. R. (2013). Hierarchical classification of vehicle images using NN with conditional 

adaptive distance. International Conference on Neural Information Processing.745–752. 

https://www.researchgate.net/publication/300335908_Hierarchical_Classification_of_Vehicle_Images_Using_NN_with_Co

nditional_Adaptive_Distance 

9. Ioffe, S. & Szegedy, C. (2015). Batch normalization: Accelerating deep network training by 605 reducing internal covariate 

shift. 32nd International Conference on Machine 606 Learning (ICML). 448–456. https://arxiv.org/abs/1502.03167 

82.00%

84.00%

86.00%

88.00%

90.00%

92.00%

94.00%

96.00%

F1_Score (%)

Methods

Proposed Deep CNN

AlexNet[13]

VGG[14]

GoogleNet[15]

Inception v3[16]

ResNet[17]

https://ieeexplore.ieee.org/document/948701
https://www.researchgate.net/publication/325206512_Automatic_vehicle_classification_system_with_range_sensors
https://ieeexplore.ieee.org/document/4012533
https://ieeexplore.ieee.org/document/4621244
https://www.researchgate.net/publication/319770183_Imagenet_classification_with_deep_convolutional_neural_networks
https://www.sciencedirect.com/science/article/abs/pii/S1570667213600975?via%3Dihub
https://ieeexplore.ieee.org/document/6755945
https://www.researchgate.net/publication/300335908_Hierarchical_Classification_of_Vehicle_Images_Using_NN_with_Conditional_Adaptive_Distance
https://www.researchgate.net/publication/300335908_Hierarchical_Classification_of_Vehicle_Images_Using_NN_with_Conditional_Adaptive_Distance
https://arxiv.org/abs/1502.03167


Copyrights @Kalahari Journals Vol.7 No.4 (April, 2022) 

International Journal of Mechanical Engineering 

28 

10. Ng, L. T., Suandi, S. A., & Teoh, S. S. (2014). Vehicle classification using visual background extractor and multi-class support 

vector machines. 8th International Conference on Robotic, Vision, Signal Processing \& Power Applications, 221–227. 

https://link.springer.com/chapter/10.1007/978-981-4585-42-2_26 

11. Chen. Y., & Qin, G. F. (2014). Video-based vehicle detection and classification in challenging scenarios. International Journal 

on Smart Sensing and Intelligent Systems. 

7(3).https://www.exeley.com/in_jour_smart_sensing_and_intelligent_systems/doi/10.21307/ijssis-2017-695 

12. Simonyan. K., & Zisserman A. (2014). Very deep convolutional networks for large-scale image recognition. 

http://arxiv.org/abs/1409.1556. 

13. Szegedy. C., Liu, W., Jia Y. (2015). Going deeper with convolution. IEEE Conference on Computer Vision and Pattern 

Recognition. 1–9. https://arxiv.org/abs/1409.4842 

14. Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., & Wojna, Z., (2016). Rethinking the inception architecture for computer 

vision.  IEEE Conference on Computer Vision and Pattern Recognition, 2818–2826. https://arxiv.org/abs/1512.00567 

 

15. He, K., Zhang, X., Ren, S., & Sun, J. (2016). Deep residual learning for image recognition. IEEE Conference on Computer 

Vision and Pattern Recognition.770–778. https://arxiv.org/abs/1512.03385 

 

16. Liu, X., Liu, W., Mei, T., & Ma. H. (2016). A deep learning based approach to progressive vehicle re-identification for urban 

surveillance. European Conference on Computer Vision, 869–884. https://link.springer.com/chapter/10.1007/978-3-319-

46475-6_53 

17. Bautista, C. M., Dy, C. A., Mañalac, M. I., Orbe, R. A., & Cordel, M. (2016). Convolutional neural network for vehicle 

detection in low resolution traffic videos. 277– 281. https://ieeexplore.ieee.org/document/7519418 

 

18. Milletari, F., Navab, N., and Ahmadi, S.-A. (2016). V-Net: Fully convolutional neural networks for 631 volumetric medical 

image segmentation. In 4th International Conference on 3D Vision (3DV), pages 632 565–571. 

19. Huang, G., Liu, Z., Van Der Maaten, L., and Weinberger, K. Q. (2017). Densely connected 600 convolutional networks. In 

Proceedings of the IEEE Conference on Computer Vision and Pattern 601 Recognition (CVPR), pages 4700–4708. 

20. Mohammad O. Faruque, Hadi Ghahremannezhad, & Chengjun Liu. (2019). Vehicle Classification in Video Using Deep 

Learning.  https://www.researchgate.net/publication/346061113 

 

21. Jiang, L., Li, J., Zhuo, L., & Zhu, Z. (2017).Robust vehicle classification based on the combination of deep features and 

handcrafted features. IEEE Trustcom/BigDataSE/ICESS, pp. 859–865.https://ieeexplore.ieee.org/document/8029526 

 

22. Kim, J., Kim, J., Jang, G.J. & Lee, M. (2017). Fast learning method for convolutional neural networks using extreme learning 

machine and its application to lane detection. Neural Networks, vol. 87, pp. 109–121. 

 

23. Cao, J., Wang, W., Wang, X., Li, C., & Tang. J. (2017). End-to-End view-aware vehicle classification via progressive CNN 

learning. CCF Chinese Conference on Computer Vision, pp. 729–737. 

 

24. Nanni, L., Ghidoni, S., & Brahnam, S. (2017).Handcrafted vs. non handcrafted features for computer vision classification. 

Pattern Recognition, vol. 71, pp. 158–172. 

25. Sujatha D Badiger, Dr. M UttaraKumari. (2019). Vehicle Classification Using Machine Learning Algorithms Based on the 

Vehicular Acoustic Signature. Science, Technology and Development, ISSN: 0950-0707, Volume.8 (11).  369-374. 

http://journalstd.com/gallery/38-nov2019.pdf 

26. Feng, J., Wu, Y., & Zhang. Y. (2018). Lane detection base on deep learning. 11th International Symposium on Computational 

Intelligence and Design (ISCID), pp. 315–318. https://ieeexplore.ieee.org/document/8695497 

27. Tian, Y., Gelernter, J., Wang. X. (2018). Lane marking detection via deep convolutional neural network. Neuro-computing, vol. 

280, pp. 46–55. https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5990285/ 

28. Jo, S. Y., Ahn, N., Lee, Y., & Kang, S. J. (2018).Transfer learning-based vehicle classification. International SoC Design 

Conference (ISOCC), pp. 127-128. 

29.Chang, J., Wang, L., Meng, G., Xiang, S., & Pan, C.(2018) Vision based Occlusion handling and vehicle classification for traffic 

surveillance systems. IEEE Intelligent Transportation Systems Magazine, vol. 10(2).  pp. 80–92. 

30.Bensedik H., Azough A., Meknasssi M. (2018). Vehicle Type Classification Using Convolutional Neural Network.  IEEE 5th 

International Congress on Information Science and Technology (CiSt). 10.1109/CIST.2018.8596500 

31.Xinchen W., Weiwei Z., Xuncheng W., Lingyun X., Yubin Qian & Zhi Fang. (2019). Real Time Image Processing Real-time 

vehicle type classification with deep convolutional neural networks. Volume 16, pages 5–14.  

32.Codevilla, F., Santana, E., L´opez. A. M.  & Gaidon, A. (2019). Exploring the limitations of behavior cloning for autonomous 

driving.  IEEE International Conference on Computer Vision, pp. 9329–9338. 

https://link.springer.com/chapter/10.1007/978-981-4585-42-2_26
https://www.exeley.com/in_jour_smart_sensing_and_intelligent_systems/doi/10.21307/ijssis-2017-695
http://arxiv.org/abs/1409.1556
https://arxiv.org/abs/1409.4842
https://arxiv.org/abs/1512.00567
https://arxiv.org/abs/1512.03385
https://link.springer.com/chapter/10.1007/978-3-319-46475-6_53
https://link.springer.com/chapter/10.1007/978-3-319-46475-6_53
https://ieeexplore.ieee.org/document/7519418
https://www.researchgate.net/publication/346061113
https://ieeexplore.ieee.org/document/8029526
http://journalstd.com/gallery/38-nov2019.pdf
https://ieeexplore.ieee.org/document/8695497
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5990285/
https://doi.org/10.1109/CIST.2018.8596500


Copyrights @Kalahari Journals Vol.7 No.4 (April, 2022) 

International Journal of Mechanical Engineering 

29 

33.Brabandere, B. D., Gansbeke, W. V., Neven, D., Proesmans, M., & Gool, L. V. (2019). End-to-end lane detection through 

differentiable least-squares fitting. Computer Science, https://arxiv.org/abs/1902.00293 

34. Chauhan, M. S., Singh, A., Khemka, M., Prateek, A. & Sen, R. (2019).  Embedded CNN based vehicle classification and 

counting in non-laned road traffic. Tenth International Conference on Information and Communication Technologies and 

Development, pp. 1–11. 

35. Wang, X. Zhang, W., Wu, X., Xiao, L., Qian, Y. & Fang, Z. Real-time vehicle type classification with deep convolutional neural 

networks. Journal of Real-Time Image Processing, vol. 16(1), pp. 5–14. 

36. Shvai, N., Hasnat, A., Meicler, A. & Nakib, A. (2019). Accurate classification for automatic vehicle-type recognition based on 

ensemble classifiers. IEEE Transactions on Intelligent Transportation Systems, vol. 21(3) pp. 1288–1297. 

37.Vu T. H., Boonaert, J., Ambellouis, S. &. Ahmed, A. T. (2020). Vehicles tracking by combining convolutional neural network 

based segmentation and optical flow estimation. International Conference on Advanced Concepts for Intelligent Vision 

Systems, pp. 529–540. 

38. Mou, L., Xie, H., Mao, S., Zhao, P. & Chen, Y. (2020). Vision-based vehicle behaviour analysis: a structured learning approach 

via convolutional neural networks. IET Intelligent Transport Systems. 

39. Kiran, V. K. P.,   Parida, & Dash, S. (2020). Vehicle detection and classification: a review,” Journal of Information Assurance 

\& Security, vol. 15(2). 

40. Du, Y., Yan, Y., Chen, S., & Hua, Y. (2020). Object-adaptive LSTM network for real-time visual tracking with adversarial data 

augmentation. Neuro computing, vol. 384, pp. 67–83. https://arxiv.org/abs/2002.02598 

41. Zhong, Z., Zheng, L., Kang, G., Li, S. & Yang Y. (2020). Random erasing data augmentation. AAAI, pp. 13001–13008. 

https://arxiv.org/abs/1708.04896 

42. Hedeya, M. A., Eid, A. H.  & Abdel-Kader. A. H. (2020). A super-learner ensemble of deep networks for vehicle-type 

classification. IEEE Access. 

43. Fooladgar. F. & Kasaei, S. (2020). A survey on indoor RGB-D semantic segmentation: from hand-crafted features to deep 

convolutional neural networks. Multimedia Tools and Applications, vol. 79 (7-8).  pp. 4499–4524. 

44. Shokravi, H. Shokravi, N. Bakhary, M. Heidarrezaei, S. S. Rahimian Koloor, and M. Petru. (2020). A review on vehicle 

classification and potential use of smart vehicle-assisted Techniques,” Sensors, vol. 20(11). p. 3274. 

45.Zhanga,b, Yan-min Luoa.b, Ping Li c, Pei-zhong Liud, Yong-zhao Dud, Pengming Sune, BinHua Donge, Huifeng Xue. (2020). 

Cervical precancerous lesions classification using pre-trained densely connected convolutional networks with colposcopy 

images. T. Zhang, Y.-m. Luo, P. Li et al. / Biomedical Signal Processing and Control. 101566. 

46. Hammam Alshazly, Christoph Linse, Mohamed Abdalla Abul-Dahab, Erhardt Barth. (2021). COVID-Nets: deep CNN 

architecturesfor detecting COVID-19 using chest CT scans. DOI:10.1101/2021.04.19.21255763. 

47.Anis Shazia , Tan Zi Xuan , Joon Huang Chuah , Juliana Usman, Pengjiang Qian & Khin Wee Lai1. (2021). A comparative study 

of multiple neural network for detection of COVID-19 on chest X-ray” Shazia et al. EURASIP Journal on Advances in Signal 

Processing. https://doi.org/10.1186/s13634-021-00755-1. 

48.Muhammad Atif Butt,Asad Masood Khattak , Sarmad Shafique,Bashir Hayat ,Saima Abid,Ki-Il Kim , Muhammad Waqas Ayub, 

Ahthasham Sajid, & Awais Adnan. (2021). Convolutional Neural Network Based Vehicle Classification in Adverse Illuminous 

Conditions for Intelligent Transportation Systems”, https://doi.org/10.1155/2021/6644861. 

 

 

https://arxiv.org/abs/1902.00293
https://arxiv.org/abs/2002.02598
https://arxiv.org/abs/1708.04896
https://doi.org/10.1186/s13634-021-00755-1
https://doi.org/10.1155/2021/6644861

